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ABSTRACT 
 
Successful development of an information system to solve a business problem depends on the analyst’s ability to elicit system 
requirements from a user. This complex competency could be trained via critical peer evaluation of the requirements elicitation 
(RE) interviews. In this study, 294 students across four pre-pandemic and two COVID-19 pandemic-affected semesters evaluated 
recorded sample RE interviews of low and high quality. A piecewise regression modeling was used to examine the change in 
students’ evaluations separately for the pre-pandemic and pandemic-affected semesters. Current results showed that students 
exhibited inflated evaluation scores (relative to instructors’ scores) for the high-quality, but not for the low-quality interview. 
While students’ evaluations for the low-quality interview remained stable across the pre-pandemic semesters, a significant 
decrease in evaluation scores for the high-quality interview reduced the gap between the students’ and instructors’ evaluations. 
The onset of the COVID-19 pandemic brought a significant increase in students’ evaluation scores, which decreased during the 
second pandemic-affected semester. Moreover, females inflated their evaluations compared to males, specifically for technical, 
rather than soft skills. Current findings shed light on several important trends in students’ peer evaluations in the context of RE 
training and possible effects of massive learning disruptions, such as the pandemic. 
 
Keywords: Requirements analysis & specification, Systems analysis & design, Technical skills, Soft skills, Peer evaluation, 
Pandemic 
 
 

1. INTRODUCTION 
 
Successfully deploying an information system to solve a 
business problem depends on the development team’s 
competency of determining system requirements. Therefore, 
competent requirements elicitation (RE) is an important 
learning objective in a contemporary information systems (IS) 
curriculum and a vital marketable skill for IS professionals 
(Ezell et al., 2019). The literature, however, indicated a 
persisting lack of RE competence by IS program graduates 
and young professionals (Browne & Ramesh, 2002; Costain & 
McKenna, 2011; Kamthan & Shahmir, 2019; Schenk et al., 
1998; Turner, 1990; Watson & Frolick, 1993; Zowghi & 
Coulin, 2005). Oftentimes, students attain cursory, basic 
understanding of RE and do well on a multiple-choice test but 
lack sufficient practice to effectively apply RE techniques in 

an organizational setting. To bridge the gap between cursory 
RE knowledge and demonstrable RE skills, in 2015-2020, the 
Department of Computer Information Systems and Business 
Analytics (CISBSAN) at James Madison University (JMU) 
implemented a multiyear, faculty-led project which integrated 
RE aptitude training and learning assessments into their 
Information System curriculum (Ezell et al., 2016). This 
project was grounded in rigorous methodology for curriculum 
improvement (Fulcher et al., 2014), particularly, through 
designing and applying an analytical Requirements Elicitation 
Interviews Assessment Rubric (REIAR) (Ezell et al., 2019; 
Ezell et al., 2016). The project resulted in considerable, 
recorded improvement of students’ RE competencies, as well 
as the program’s ability to methodically assess this learning 
outcome (Lending et al., 2018; Satkus, n.d.). 

mailto:babikdx@jmu.edu
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One of the courses in which students hone their RE 
interview skills is CIS 454 “Systems Analysis and Design.” 
This course includes several team projects emulating phases of 
the Systems Development Life Cycle; in one of the projects, 
students interview stakeholders to determine requirements for 
a system. To help students understand the key components of 
the RE interview skills and performance expectations, the RE 
training includes two steps. First, students use the REIAR to 
evaluate two video-recorded, sample interviews conducted by 
other students. This individual exercise is followed by the 
team project, in which students conduct a mock RE interview. 
The premise of this two-step training process is for students to 
internalize the RE components and to calibrate their 
performance expectations, and then strengthen these skills 
through learning by doing (Costain & McKenna, 2011) and 
learning from mistakes. Critical assessment of own and peers’ 
performance is an established precursor to one’s own 
professional growth (Adachi et al., 2018; Burgess et al., 2013; 
Cao et al., 2019; Lundstrom & Baker, 2009). Studies in peer 
assessment demonstrated that not only receiving but also 
providing peer assessment is a learning opportunity, benefits 
of which include learning from seeing models of effective and 
ineffective performance, developing metacognition through 
practicing revision strategies, and improving the ability to 
detect, diagnose, and address problems (Li et al., 2010; 
Lundstrom & Baker, 2009; Patchan & Schunn, 2015). 

The purpose of the current study was to explore the 
emerging patterns in students’ evaluations of sample RE 
interviews in a system development project and to address the 
following research questions: 1) Is there a temporal trend in 
students’ evaluations of the sample RE interviews? 2) Are 
there any changes in students’ evaluations during the 
pandemic-affected semesters compared to pre-pandemic ones? 
Specifically, we intended to determine whether: 1) the average 
REIAR evaluation scores changed over time for either the 
low-quality or high-quality interview; 2) there was a temporal 
change in students’ evaluations of the soft versus technical 
skills for each type of interview; 3) there was a temporal 
change in students’ evaluations of the individual REIAR 
criteria for each interview; 4) there was a structural break in 
any of the evaluation trajectories from pre-pandemic to 
pandemic-affected semesters; 5) there were persistent 
differences between students’ and instructors’ evaluations of 
the same interviews; 6) there were gender differences in 
students’ evaluations. The unit of analysis in this study was an 
individual student. 

This paper is organized as follows. Section 2 frames our 
investigation in the broader context of previous research. 
Section 3 describes the methods of our empirical investigation. 
Section 4 reports the findings. Section 5 discusses the findings 
in the context of previous research. Section 6 outlines the 
conclusions and future directions. 
 

2. REVIEW OF RELEVANT RESEARCH 
 

2.1 The Importance of RE Interviews and Efficacy Criteria 
The RE outcomes are important for successful systems 
development (Browne & Ramesh, 2002; Byrd et al., 1992; 
Havelka, 2003; Zowghi & Coulin, 2005). The RE outcomes, 
in turn, are determined by the quality of the RE process, which 
encompasses discovery and refinement of user needs through 
recurring and varied interactions between users and analysts 

(Jain et al., 2003; Marakas & Elam, 1998; Zowghi & Coulin, 
2005). Despite the accepted importance of RE, the analyst 
teams oftentimes lack skills and training to perform an 
effective RE (Browne & Ramesh, 2002; Turner, 1990; Watson 
& Frolick, 1993). The failure of newly developed systems in 
up to 90% of projects could be attributed to poorly executed 
RE processes (Davis et al., 2006; Dennis et al., 2015; 
Lindquist, 2005). 

Undoubtedly, any RE technique, such as document 
analysis, survey, or interview, has its limitations; therefore, 
understanding advantages and disadvantages of different 
techniques, and skillfully combining a variety of RE sources 
are critical for successful RE (Burnay, 2016; Burnay et al., 
2014). One of the most effective RE techniques, widely used 
in practice and, unfortunately, often found to be weak in 
recent graduates, is the user-analyst interview (Agarwal & 
Tanniru, 1990; Alvarez, 2002; Browne & Rogich, 2001; 
Davey & Cope, 2008; Holtzblatt & Beyer, 1995; Moody et al., 
1998). Aside from other limitations discussed in the literature, 
interviews between the user and analyst could be plagued by 
various cognitive and communication biases, which hinder the 
RE outcomes (Browne & Ramesh, 2002; Byrd et al., 1992; 
Gallivan & Keil, 2003; He & King, 2008; Jain et al., 2003; 
Pitts & Browne, 2004; Valusek & Fryback, 1985; Zhang, 
2007; Zowghi & Coulin, 2005). 

The impact of cognitive and communication biases can be 
reduced by skillfully executing the following practices: 1) 
opening the interview by presenting its purpose and agenda 
(Browne & Ramesh, 2002; Gallivan & Keil, 2003); 2) asking 
specific questions about the as-is and to-be systems (Browne 
& Ramesh, 2002); 3) visualizing various aspects of the system 
via modeling and prototyping techniques (Browne & Ramesh, 
2002; Vijayan & Raju, 2011; Zowghi & Coulin, 2005); 4) 
actively listening to the user and appropriately rerouting the 
conversation (Pitts & Browne, 2007); 5) fostering inter-team 
and user-analyst relationships (Hickey & Davis, 2003); and 6) 
closing the interview with a proper summarization and 
outlining future steps (Pitts & Browne, 2004). These interview 
strategies were incorporated into the REIAR (Ezell et al., 
2019). 
 
2.2 Professional Factors That Affect Interview Evaluations 
Although previous research, in general, showed moderate 
(around r = .69) positive correlation between student peer-
evaluations and instructor evaluations (De Grez et al., 2012; 
Falchikov & Goldfinch, 2000; Sridharan et al., 2019), students 
oftentimes inflate their evaluation scores by as much as 5% 
(Langan et al., 2005; McCarty & Shrum, 2000; Pond et al., 
1995). In addition, the spread of scores assigned by instructors 
tends to be twice as large as the spread of scores assigned by 
students; instructors are also more likely to assign scores at the 
extremes of the range compared to students (Freeman, 1995; 
Hughes & Large, 1993; Langan et al., 2008). 

There are various possible explanations behind inflated 
student self- and peer-evaluations: lack of assessment 
experience, limited domain knowledge, students’ “generosity” 
toward peers and reluctance to assign low scores (Ballantyne 
et al., 2002; Kruger & Dunning, 1999; Langan et al., 2008). 
Previous research showed that more years of academic 
experience (e.g., seniors versus freshmen) and more practice 
with the peer-evaluation process help alleviate the inflation 
issue (Langan et al., 2008; Sutherland & Ellery, 2004). 
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2.3 Psychological Factors that Affect Interview 
Evaluations 
Previous research suggested that evaluative judgements may 
be affected by a variety of psychological factors, such as 
stress, anxiety, depression, mood, and empathy. Therefore, 
while establishing the background for this study, we 
considered the potential influence of these factors on students’ 
evaluations of other students’ performance. 

Stress is an everyday component of our life. It stems from 
a mismatch between the person’s resources and their 
perceptions of environmental demands (Eaton & Bradley, 
2008). Transition to college often results in such mismatch, 
making student life quite stressful. The prevalence of stress in 
college students reportedly reached an alarming 27-30% 
(Bayram & Bilgel, 2008; Sax, 2003; Yusoff et al., 2010). 
Previous research reported that female students are more 
vulnerable to stress than their male counterparts (Bayram & 
Bilgel, 2008; Brougham et al., 2009; Misra & McKean, 2000; 
Pierceall & Keim, 2007). 

Stress is often accompanied by anxiety and depression 
(Beiter et al., 2015), threatening to transform college-related 
worries into debilitating short- or long-term mental health 
conditions. Importantly, the COVID-19 pandemic caused a 
significant increase in the prevalence of stress, anxiety, and 
depression among the general population (Cooke et al., 2020; 
Gallagher et al., 2020; Salari et al., 2020), as well as college 
students (Son et al., 2020; Wang et al., 2020). As many as 
71.3% of students reported an increase in their stress levels 
due to COVID-19, 38.5% displayed significant anxiety 
symptoms, while 48.1% succumbed to depression during the 
pandemic (Son et al., 2020; Wang et al., 2020). A variety of 
factors lead to increased stress levels during the COVID-19 
pandemic; among them are risk of exposure and infection, 
social isolation, uncertainty and lack of control over the 
situation, financial instability, insufficient supplies, difficulty 
with concentration, disturbed sleep, worries about inadequate 
academic performance, concerns about using distance/remote 
learning tools, boredom, frustration, anger, and stigma 
(Brooks et al., 2020; Son et al., 2020). 

Importantly, the valence of mood (positive versus 
negative) has been shown to affect people’s evaluations. 
Previous research found that evaluative judgements tend to be 
congruent with the mood, be this due to elaborate cognitive 
processing of available information (“mood-congruent 
retrieval” model; Blaney, 1986; Bodenhausen & Wyer, 1987; 
Bower, 1991; Kahneman, 2002; Morris, 1989; Sherman & 
Corty, 1984; Wyer & Srull, 1986) or the lack of motivation for 
deep analysis and the use of “feeling heuristic” (“feeling 
heuristic” model; Clore et al., 1994; Forgas, 1994, 1995; 
Schwarz, 1990; Schwarz & Clore, 1983; Siemer & Reisenzein, 
1998). According to these models, during the COVID-19 
pandemic, one might expect that students would evaluate 
peers’ interviews in a less favorable way. 

More recent research, however, suggested that evaluation 
judgements depend not only on the valence of mood, but also 
on the specific type of emotion. For example, fear and sadness 
are typically associated with blaming situational factors and 
making pessimistic judgements; in contrast, anger is often 
related to blaming other individuals, while producing 
optimistic judgements of a situation and punitive judgements 
of other individuals (Goldberg et al., 1999; Keltner et al., 

1993; Lerner & Keltner, 2000). As we mentioned above, 
negative emotions associated with the COVID-19 pandemic 
may vary from fear to anger, thus students’ evaluations of 
others may, correspondently, shift in a positive or negative 
direction. 

Students evaluating interviews conducted by other 
students, while knowing that they will be responsible for 
performing a similar activity in a week, might also feel 
empathy. We define empathy here as an ability to recognize 
and share another person’s emotional state or situational 
context (Eisenberg & Strayer, 1987). Previous studies 
suggested that empathy is inversely related to aggressive 
attitudes (Cohen & Strayer, 1996). Therefore, in difficult 
times, students experiencing empathy towards other students 
may evaluate them more positively. Also, females typically 
show greater emotional empathy than males (Cohen & 
Strayer, 1996; Nwankwo, 2013), which may also result in 
more favorable evaluations. Indeed, previous research found 
that males, compared to females, tend to have higher 
expectations for others’ performance and judge them more 
critically (Abad-Tortosa et al., 2017; Alagna, 1982). 
 
2.4 Hypotheses 
Previous research mostly did not provide support to the 
directional hypotheses, which justifies the exploratory nature 
of the current study. Based on the review of relevant literature, 
we hypothesized that: 
H1: Students’ evaluations were stable during the pre-
pandemic semesters (Ezell et al., 2019; Ezell et al., 2016; 
Lending et al., 2018). 
H2: There was a significant change in students’ evaluations 
from the pre-pandemic to the pandemic-affected semesters 
(Brooks et al., 2020; Son et al., 2020; Wang et al., 2020). 
H3: There were differences in students’ evaluations of the soft 
versus technical skills (Ezell et al., 2019; Ezell et al., 2016; 
Lending et al., 2018). 
H4: Students inflated their evaluation scores compared to 
instructors (Langan et al., 2005; McCarty & Shrum, 2000; 
Pond et al., 1995). 
H5: There were gender differences in students’ evaluations of 
the sample RE interviews (Abad-Tortosa et al., 2017; Alagna, 
1982; Cohen & Strayer, 1996; Nwankwo, 2013). 
 

3. METHODS 
 

3.1 Participants 
Our empirical investigation was a cross-sectional study 
implemented over the six consecutive semesters from fall 
2018 to spring 2021. Participants were 294 students (231 
males, median age 20 years) majoring or minoring in 
Computer Information Systems and taking the required upper-
level course CIS 454 “Systems Analysis and Design” in the 
Department of CISBSAN at JMU. All participants enrolled 
during different semesters were taught by the same instructor. 
All data were obtained from required graded assignments of 
the course; students received no compensation for 
participating in the study. 
 
3.2 Procedures 
Students received training in the information system 
development under the Waterfall Model by completing three 
team case-based projects. Project 1 emulated the planning 
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phase of the Waterfall, with the written Project Plan and a 
presentation to the stakeholder as deliverables. Projects 2 and 
3 emulated the analysis phase of the Waterfall. In Project 2, 
student teams, acting as system development teams, elicited 
system requirements from the project stakeholder. This project 
focused on the development of the RE interview skills. Each 
team prepared for the interview using information from the 
project case; conducted a 20-25-minute-long mock interview 
with the project stakeholder (role-played by the instructor) and 
submitted a short report summarizing collected requirements. 
This report included a memo, as well as functional and process 
models for the as-is system (use-case and high-level activity 
diagrams). At the conclusion of Project 2, students were 
provided detailed, REIAR-based feedback on their interview 
performance and models. In Project 3, student teams analyzed 
the collected requirements, compiled the System Proposal, and 
presented it to the stakeholder. Each project took about 2-4 
weeks to complete. 

In preparation for Project 2, all students were required to 
individually complete evaluations of two video-recorded mock 
RE interviews conducted by other student teams in earlier 
semesters. The same two sample interviews were used in the 
study; one interview represented overall strong performance of 
a team eliciting requirements; the other interview showed 
overall poor performance of a team. Students were blind to the 
quality of these interviews before completing this assignment. 
This interview evaluation was a take-home assignment, and 
students could watch and evaluate the two sample interviews 
in any order they liked. The same REIAR was used by 
students evaluating these sample interviews as by the 
instructor assessing team interviews in Project 2. 

During the four semesters from fall 2018 to spring 2020, 
students had in-person instruction, whereas in the fall 2020 
and spring 2021 semesters, due to the COVID-19 pandemic, 
all the instruction was done online in a synchronous mode. 
 
3.3 Measures 
The participants evaluated each sample interview using the 
REIAR (Appendix C), which consists of the following eight 
criteria (outcome variables of this study): 1) Opening – the 
quality of the opening phase of the interview; 2) Closing – the 
quality of the closing phase of the interview; 3) Listening – 
active listening during the interview; 4) Relation – relationship 
building with the interviewee; 5) Teamwork – interpersonal 
interactions within the interviewing team; 6) Analysis – 
analysis of the as-is (current) system; 7) Design – design of 
the to-be (proposed) system; and 8) Visual – the use of visual 
aids and models (Ezell et al., 2019). 

For each interview, each criterion was evaluated on a scale 
from 1 to 5; 1 marking the worst (Beginner) and 5 marking the 
best (Outstanding) outcome (Ezell et al., 2019). Note that 
students were informed that, when performing the project 
interview, they needed to reach at least level 3 (Competent) to 
receive credit; this threshold may have influenced their own 
evaluations of the sample interviews. Importantly, the two 
sample RE interviews were also evaluated by four faculty 
from the Department of CISBSAN at JMU to examine 
potential differences between student and faculty evaluations. 

The mean score from all eight criteria was calculated 
separately for the low-quality interview (All_Low) and the 
high-quality interview (All_High). Furthermore, the eight 
criteria were classified into soft skills (Opening, Closing, 

Listening, Relation, and Teamwork) and technical skills 
(Analysis, Design, and Visual). Note: specific technical skills 
relevant to this project included identifying and formulating a 
business problem, identifying functional system requirements, 
and visualizing those requirements using UML business-
process and functional models. The variables Soft_Low, 
Soft_High, Tech_Low, and Tech_High were calculated by 
averaging scores across the corresponding criteria, computed 
separately for the low- and high-quality interviews. 

The time point of the interview evaluations was coded into 
the Time variable: 0 = fall 2018; 1 = spring 2019; 2 = fall 
2019; 3 = spring 2020; 4 = fall 2020; and 5 = spring 2021. In 
order to evaluate possible gender differences in student 
evaluations, we included a dummy-coded Gender variable 
(0 = males; 1 = females) to all statistical models. 
 
3.4 Statistical Analyses 
PASW Statistics software (version 18.0.3) was used for all 
statistical analyses. Results were considered statistically 
significant at α ≤ .05. 
 
3.4.1 Change Over Time in Students’ Evaluations. 
Suspecting that the COVID-19 pandemic was a dramatic event 
that could potentially affect students’ evaluations of the 
interviews, we implemented a piecewise modelling to 
accurately represent change in evaluations over time (testing 
H1-H3). The piecewise statistical model estimated the two 
regression lines (the first one for pre-COVID semester – time 
points 0, 1, 2, 3; the second one for the COVID-affected 
semesters – time points 4 and 5), allowing individual 
intercepts and slopes for each segment of the trajectory. The 
final piecewise model was represented by the following 
equation: 
 

Yi = β01 Int1i + β02 Int2i + β1 Time1i + β2 Time2i + 
β3 Genderi + ϵi, where: 

 
Yi – the student’s interview evaluations (two models for the 
All_Low and All_High dependent variables; four models for 
the Soft_Low, Soft_High, Tech_Low, Tech_High dependent 
variables; and 16 models for the Opening, Closing, Listening, 
Relation, Teamwork, Analysis, Design, and Visual dependent 
variables for both the low- and high-quality interviews); 
β01 – the intercept for the pre-pandemic segment of the 
trajectory; 
Int1i – a variable coded as 1 for Timei ≤ 3, and 0 for Timei > 3; 
β02 – the intercept for the pandemic-affected segment of the 
trajectory; 
Int2i – a variable coded as 0 for Timei ≤ 3, and 1 for Timei > 3; 
β1 – the slope of change over time for the pre-pandemic 
segment of the trajectory; 
Time1i – a variable coded as (Timei – 4) for Timei ≤ 3, and 0 
for Timei > 3; 
β2 – the slope of change over time for the pre-pandemic 
segment of the trajectory; 
Time2i – a variable coded as 0 for Timei ≤ 3, and (Timei – 3) 
for Timei > 3; 
β3 – difference in the intercept between the trajectories for 
males and females; 
ϵi – independent error term that follows a normal distribution. 
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3.4.2 Comparison of Students’ and Instructors’ RE 
Interview Evaluations. The low number of instructors 
providing their evaluations of the sample interviews (n = 4) 
precluded any formal statistical analysis of these data. 
Therefore, visual inspection of the graphs representing 
evaluation scores (mean across the six time points) for 
students and instructors was performed (testing H4). Both 
summarized scores (All_Low and All_High variables) and 
individual criteria (Opening, Closing, Listening, Relation, 
Teamwork, Analysis, Design, and Visual variables) were 
evaluated for the low- and high-quality interviews. 
 
3.4.3 Change in Gender Composition Over Time. Since 
previous research noted significant gender differences in 
evaluative judgements, we wanted to ensure that possible 
changes in student evaluations across the six semesters were 
not due to shifts in gender composition. We conducted 
Pearson chi-square analysis to test whether there was a 
significant difference in gender composition across the six 
semesters (testing H5). 
 

4. RESULTS 
 
Summarized raw data for the sample composition and 
outcome variables from both low- and high-quality interviews 
across the six semesters are presented in Appendix A. 
Statistical parameters from the implemented piecewise models 
are displayed in Appendix B. 
 
4.1 Change Over Time in Students’ Evaluations Averaged 
across All Skills (H1-H2) 
Figure 1 illustrates change in students’ evaluations, averaged 
across all skills, of the low- and high-quality interviews over 
the six semesters. For the low-quality interview, the piecewise 
regression model suggested no change in evaluation scores 
during the pre-pandemic semesters (p = .090), a slight increase 
in scores during the first pandemic-affected semester (β = 
3.19, SE = 0.18, p < .0001), and a significant decrease during 
the second pandemic-affected semester (β = -0.32, SE = 0.11, 
p = .004). An independent-samples t-test was used to check 
whether the evaluation scores returned to the pre-pandemic 
level during the second pandemic-affected semester; the t-test 
showed no significant difference in students’ overall 
evaluations of the low-quality interview between the last pre-
pandemic and the second pandemic-affected semesters (t(99) 
= 1.42, p = .158). No difference between males and females 
was detected (p = .737). 

For the high-quality interview, the piecewise model 
showed a significant decrease over time in students’ 
evaluations during the pre-pandemic semesters (β = -0.10, 
SE = 0.03, p = .001), a significant increase in evaluation 
scores during the first pandemic-affected semester (β = 4.83, 
SE = 0.14, p < .0001), and a decrease in scores during the 
second pandemic-affected semester (β = -0.33, SE = 0.09, 
p < .0001). An independent-samples t-test identified no 
significant difference in students’ overall evaluations of the 
high-quality interview between the last pre-pandemic and the 
second pandemic-affected semesters (t(75) = -0.47, p = .637). 
Interestingly, females, on average, evaluated the high-quality 
interview higher than males across both pre-pandemic and 
pandemic-affected semesters (β = 0.14, SE = 0.07, p = .039). 

 

 
Note: Low = Low-Quality Interview; High = High-Quality Interview; 
M = Males; F = Females 
 

Figure 1. Observed Average Scores (Mean ± SE) (A) and 
Estimated Piecewise Models (B) for the Students’ 

Evaluations of the Low- and High-Quality Interviews 
 
4.2 Change Over Time in Students’ Evaluations of the Soft 
versus Technical Skills (H3) 
Figure 2 represents the change in students’ evaluations of the 
soft versus technical skills demonstrated during the low- and 
high-quality interviews across the six semesters. For the soft 
skills in the low-quality interview, the piecewise regression 
model suggested no change in evaluation scores during the 
pre-pandemic semesters (p = .185), a slight increase in scores 
during the first pandemic-affected semester (β = 2.91, 
SE = 0.19, p < .0001), and a significant decrease from the first 
to the second pandemic-affected semesters (β = -0.37, 
SE = 0.12, p = .003). No differences were observed between 
males and females (p = .979). 

For the soft skills in the high-quality interview, the 
piecewise model suggested a steady decrease in the evaluation 
scores during the pre-pandemic semesters (β = -0.10, 
SE = 0.03, p = .003), a steep increase in scores during the first 
pandemic-affected semester (β = 4.91, SE = 0.15, p < .0001), 
and a significant decrease from the first to the second 
pandemic-affected semesters (β = -0.34, SE = 0.09, 
p < .0001). No differences were observed between males and 
females (p = .137). 

For the technical skills in the low-quality interview, the 
piecewise model showed no change in students’ evaluation 
scores during the pre-pandemic semesters (p = .079), a 
significant increase during the first pandemic-affected 
semester (β = 3.65, SE = 0.21, p < .0001) and no change 
between the two pandemic-affected semesters (p = .062). 
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Also, no differences between males and females were detected 
(p = .439). 

For the technical skills in the high-quality interview, the 
piecewise model suggested a significant decrease in the 
evaluation scores across the pre-pandemic semesters (β = -
0.11, SE = 0.04, p = .005), a steep increase in scores during 
the first pandemic-affected semester (β = 4.69, SE = 0.17, 
p < .0001), and a decrease from the first to the second 
pandemic-affected semesters (β = -0.31, SE = 0.10, p = .003). 
Importantly, females significantly inflated their evaluations 
scores compared to males (β = 0.19, SE = 0.08, p = .017). 
 
4.3 Change Over Time in Students’ Evaluations of the 
Individual Criteria (H1-H3) 
For the low-quality interview (see Appendix B), there was a 
significant increase in evaluation scores during the first 
pandemic-affected semester for all the measured criteria. 
Students’ evaluations of the Closing, Analysis, Design, and 
Visual criteria remained constant during both the pre-
pandemic and pandemic-affected semesters. Scores for 
Listening and Relation remained constant during the pre-
pandemic semesters but decreased from the first to the second 
pandemic-affected semesters. Scores for Teamwork increased 
during the pre-pandemic semesters and remained unchanged 
from the first to the second pandemic-affected semesters. 

For the high-quality interview, again, there was a 
significant increase in evaluation scores during the first 
pandemic-affected semester for all the measured criteria. 
Students’ evaluations for the Closing criterion did not change 
during the pre-pandemic semesters or between the pandemic-
affected semesters. Scores for Opening and Relation did not 
change during the pre-pandemic semesters but decreased from 
the first to the second pandemic-affected semesters. Scores for 
Listening, Teamwork, Analysis, and Design decreased during 
the pre-pandemic semesters, as well as from the first to the 
second pandemic-affected semesters. In contrast, scores for 
Visual did not change during the pre-pandemic semesters but 
decreased from the first to the second pandemic-affected 
semesters. Finally, females’ evaluations of the Listening and 
Visual criteria were higher than those from males. 
 
4.4 Comparison of Students’ and Instructors’ RE 
Interview Evaluations (H4) 
Although summarized scores (All_Low and All_High 
variables) for both interviews were, on average, higher among 
the students compared to the instructors, this difference was 
very small for the low-quality interview and quite substantial 
for the high-quality interview. Thus, on average, students 
adequately assessed the low-quality interview, but assigned 
inflated evaluations to the high-quality interview (Figure 3A). 
Moreover, the inflation of student evaluation scores in the 
high-quality interview was equally pronounced in both soft 
and technical skills (Figure 3B). 

For the low-quality interview, students assessed criteria of 
the Opening, Listening, and Analysis higher than instructors. 
By contrast, instructors gave higher scores than students for 
Closing and Relation outcomes. The criteria of Teamwork, 
Design, and Visual were assessed by students and instructors 
quite similarly (Figure 3C). 
 

 

 
Note: Soft = Soft Skills; Tech = Technical Skills; 
Low = Low-Quality Interview; High = High-Quality Interview; 
M = Males; F = Females 
 

Figure 2. Observed Average Scores (Mean ± SE) (A) and 
Estimated Piecewise Models (B) for the Students’ 

Evaluations of the Soft vs. Technical Skills 
 

For the high-quality interview, students assessed Opening, 
Relation, Teamwork, and Analysis criteria considerably higher 
than instructors. Closing received slightly higher scores from 
instructors compared to students. Students and instructors had 
comparable scores on Listening, Design, and Visual outcomes 
(Figure 3D). 

When we compared student and instructor evaluations, we 
noticed consistent gender differences (Figure 4). For the high-
quality interview, while evaluating both soft and technical 
skills, female students inflated their evaluation scores 
compared to male students, who, in turn, inflated their scores 
compared to instructors. 
 
4.5 Change in Gender Composition Over Time (H5) 
Pearson chi-square analysis showed no differences in gender 
composition of the sample across the six semesters: 
χ2 (5, N = 294) = 5.21, p = .391. Thus, the observed changes in 
student evaluations could not be attributed to this factor. 
 

5. DISCUSSION 
 
The goal of the current study was to explore students’ 
evaluations of the requirements elicitation interviews and 
determine possible: 1) change over time in students’ 
evaluations of the low- versus high-quality interviews (H1-
H2); 2) change over time in students’ evaluations of soft 
versus technical skills for the two types of interviews (H3); 3) 
change over time in students’ evaluations of the individual 
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criteria for the interviews (H1-H3); 4) differences between 
students’ and instructors’ evaluations (H4); and 5) potential 
gender differences in student evaluations of RE interviews 
(H5). 
 
5.1 Change Over Time in the Low-Quality versus High-
Quality Interview Evaluations (H1-H2) 
Current results suggested partial support to hypotheses H1 and 
H2 that students’ evaluations would remain stable during the 
pre-pandemic semesters but may shift considerably between 
the pre-pandemic and pandemic-affected semesters. Over the 
pre-pandemic semesters, students’ evaluation scores remained 
stable for the low-quality interview and decreased steadily for 
the high-quality interview. At the onset of the pandemic, 
similar changes in the trajectories were observed for both 
types of interviews: during the first pandemic-affected 
semester, there was an inflation of students’ evaluation scores, 
whereas during the second pandemic-affected semester the 
scores dropped significantly, back to the pre-pandemic level. 
Thus, the estimated models suggested a significant disruption 
during the pandemic-affected semesters. Based on previous 
research, we suggest that students’ inflation of evaluations 
during the first pandemic-affected semester resulted from 
negative psychological effects associated with the COVID-19 
pandemic, specifically stress, fear, sadness, and empathy 
(Cohen & Strayer, 1996; Goldberg et al., 1999; Keltner et al., 
1993; Lerner & Keltner, 2000). A significant drop in 
evaluation scores during the second pandemic-affected 
semester may indicate students’ adaptation to the negative 
factors associated with the pandemic. 
 
5.2 Student Evaluations of the Soft versus Technical Skills 
(H3) 
In support to the hypothesis H3, we found that the trajectories 
of change in student evaluations differed between the soft and 
technical skills. Students’ evaluations of the soft skills 
remained constant across the pre-pandemic semesters, whereas 
evaluations of the technical skills decreased across the pre-
pandemic semesters for both types of the interview. Again, 
there was a significant inflation of evaluation scores during the 
first pandemic-affected semester for both soft and technical 
skills in both types of the interview; the second pandemic-
affected semester brought a significant decrease in all the 
skills and interviews, except soft skills in the high-quality 
interview, for which the evaluation scores remained inflated as 
much as during the first pandemic-affected semester. 

Thus, separating the set of evaluated criteria into soft 
versus technical allowed us to pinpoint the location of change. 
With each passing semester, students were more critical while 
evaluating technical skills in both types of the interview. This 
can be attributed to the increased instructor’s attention to 
mastering technical skills (such as correct use of the UML 
syntax and semantic accuracy of the models); this shifted 
attention was based on the past observations of weakening 
students’ technical skills and the program-wide decision to 
bring them back in focus. Previous research showed that 
technical skills are important for success in IT professions 
(Medlin et al., 2001; Merhout et al., 2009). The trend toward 
more critical evaluation of the technical skills during the pre-
pandemic semesters indicates the strength of the training 
program, while a significant inflation of evaluation scores 
during the first pandemic-affected semester may suggest the 

disruptive effect of the COVID-19 pandemic on student 
learning. 
 

 

 

 

 
Note: Soft = Soft Skills; Tech = Technical Skills; 
Low = Low-Quality Interview; High = High-Quality Interview 
 
Figure 3. Comparison of the Observed Overall Evaluations 

(A), Soft vs. Technical Skills (B), as well as Scores for 
Individual Criteria in the Low-Quality (C) and High-

Quality (D) Interviews Between Students and Instructors 
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5.3 Student Evaluations of the Individual REIAR Criteria 
(H1-H3) 
While looking at the change in students’ evaluations of the 
individual criteria, we noticed that the stability in evaluation 
scores during the pre-pandemic semesters for the low-quality 
interview was due to the contribution of all the criteria except 
Opening and Teamwork, which showed an upward trend. 
Similarly, not all the criteria exhibited a steady decrease 
across the pre-pandemic semesters in the high-quality 
interview: Opening, Closing, Relation, and Visual showed no 
trend. 

Furthermore, although all the criteria in both the low- and 
high-quality interviews showed a significant inflation during 
the first pandemic-affected semester, a decrease in scores 
during the second pandemic-affected semester was not 
observed in Closing, Teamwork, Analysis, Design, and Visual 
criteria for the low-quality interview, as well as in Closing for 
the high-quality interview. Thus, analysis of the individual 
evaluation criteria, rather than aggregated measures, may shed 
some light on the areas of strengths and weaknesses in student 
evaluations, as well as areas most affected by the pandemic. 
 
5.4 Comparison of Students’ and Instructors’ RE 
Interview Evaluations (H4) 
Current results provided support to hypothesis H4 that 
students inflated their evaluation scores compared to 
instructors. Indeed, on average, students evaluated the high-
quality interview higher than instructors; however, very small 
difference was found between students’ and instructors’ 
evaluations for the low-quality interview. For the high-quality 
interview, students inflated their scores for both soft and 
technical skills; in both cases, female students assigned higher 
evaluation scores than male students, who, in turn, assigned 
higher scores compared to instructors. When we compared 
evaluation scores for the individual criteria between students 
and instructors, the picture became more complicated: in both 
low- and high-quality interviews, some criteria were assessed 
higher by students compared to instructors, whereas other 
criteria received higher scores from instructors compared to 
students. In both low- and high-quality interviews, students 
evaluated the Opening, Teamwork, and Analysis criteria higher 
than instructors, whereas instructors assigned higher scores 
than students to the Closing criterion. 

Importantly, at the beginning of the study, students 
assigned higher scores than instructors to the skills in the high-
quality interview; however, a decrease in scores across the 
pre-pandemic semesters reduced the gap between students’ 
and instructors’ evaluations: male students reached the 
instructor’s level of evaluations by the fourth semester, while 
female students still exhibited inflated scores. We may 
conclude that during the pre-COVID period, the increasing 
quality of RE training delivery promoted shared understanding 
(between the instructor and students) of interview skills and 
expected proficiency, and enabled students to evaluate even 
the high-quality interviews more adequately with each passing 
semester. However, during the semesters affected by the 
COVID-19 pandemic, this positive training and learning trend 
was disrupted. 
 
5.5 Gender Differences in Student Evaluations (H5) 
In partial support to hypothesis H5, significant gender 
differences were found in students’ evaluations of the high-

quality interview, but not the low-quality interview. On 
average, females tended to assign higher scores than males 
across all six semesters. Furthermore, gender differences 
appeared only in the evaluation of the technical skills, rather 
than the soft skills, and only for the high-quality interview. 
While looking at the individual evaluation criteria, we found 
that females assigned higher scores than males only for the 
Listening and Visual criteria. 
 

 

 
Note: Soft = Soft Skills; Tech = Technical Skills; 
Low = Low-Quality Interview; High = High-Quality Interview 
 
Figure 4. Comparison of the Observed Overall Evaluations 

(A) and Soft vs. Technical Skills (B) Between Female 
Students, Male Students, and Instructors 

 
These findings align well with previous research 

suggesting that males, compared to females, may be more 
critical while evaluating others (Abad-Tortosa et al., 2017; 
Alagna, 1982). In addition, females are more susceptible to the 
effects of stress (Bayram & Bilgel, 2008; Brougham et al., 
2009; Misra & McKean, 2000; Pierceall & Keim, 2007), while 
the resulting fear, sadness, and helplessness may trigger more 
positive evaluations (Goldberg et al., 1999; Keltner et al., 
1993; Lerner & Keltner, 2000). Females’ tendency to 
empathize more than males (Cohen & Strayer, 1996; 
Nwankwo, 2013) may also stimulate less critical evaluations 
of others exhibited by females (Abad-Tortosa et al., 2017). 

Importantly, the above-mentioned gender differences in 
evaluative judgements could potentially affect students’ 
evaluations in this study. For example, a shift in the gender 
composition of the sample towards higher proportion of 
females during the first pandemic-affected semester compared 
to previous semesters could have resulted in the inflation of 
student evaluations. Additional analysis showed that this was 
not the case: there was no significant difference in gender 
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composition across the six semesters. Thus, the observed shift 
towards inflation of student evaluations during the first pre-
pandemic semester may be attributed to the effects of the 
COVID-19 pandemic. 
 
5.6 Limitations and Strengths of the Current Study 
Only four instructors evaluated RE interviews for this study; 
such limited data did not permit a more rigorous statistical 
analysis comparing student and instructor evaluations. 
Moreover, all the instructors who provided their RE interview 
evaluations for this study were males. Acknowledging gender 
differences in evaluative judgements, future research should 
replicate current results while considering RE interview 
evaluation scores from both male and female instructors. 

Furthermore, in the current study, student evaluations from 
only two semesters were potentially affected by the COVID-
19 pandemic. More longitudinal data covering the COVID-19 
pandemic is needed to re-evaluate the emerging trends 
detected in the current study. Also, during the two pandemic-
affected semesters, the instruction mode was changed from in-
person to synchronous online. One might argue that the 
changes in student evaluations we attributed to COVID-19 
pandemic could be due to the change in the instruction mode. 
Although it is impossible to separate the two effects, we 
propose that the change in the instruction mode had very little 
effect on student evaluations since the interview evaluation 
format and procedures did not change with the onset of the 
pandemic – students were expected to watch and evaluate the 
interviews on their own in the comfort of their homes during 
both pre-pandemic and pandemic-affected semesters. Thus, 
we propose that the observed disruption in student evaluations 
was due to the effects of COVID-19 pandemic rather than the 
change in the instruction mode. 

On the positive side, the piecewise modeling implemented 
in the current study allowed us to chart trajectories of change 
in students’ evaluations of the RE interviews separately for the 
pre-pandemic and pandemic-affected semesters. One might 
argue that the COVID-19 pandemic was a disruptive event 
that could potentially influence students’ evaluations in 
multiple ways, and the data generated during the pandemic 
should be discarded. To such readers, we suggest to consider 
only the pre-pandemic segment of the trajectory and disregard 
the pandemic-affected segment. Others might argue that the 
COVID-19 pandemic may have had no effect on students’ 
learning and evaluative judgments, and the regression analysis 
should have modelled only one trajectory across all six 
semesters. To examine this option, we ran an additional 
analysis of change across all six semesters in average scores 
that showed no change over time for either the low-quality (p 
= .335) or the high-quality (p = .234) interviews, meaning that 
the identified effects (a significant decrease in scores across 
pre-pandemic semesters and an increase in scores at the onset 
of the pandemic) cancelled each other to produce an erroneous 
appearance of no trend of change over time. 

Moreover, some might argue that a t-test could suffice to 
compare evaluation scores aggregated across the pre-
pandemic semesters versus the pandemic-affected semesters. 
We would like to note that studying change over time, rather 
than combining the data across multiple semesters, allowed us 
to identify several interesting and important trends: 1) an 
increase in the instruction effectiveness across multiple 
semesters; 2) an inflation of evaluation scores as a result of 

negative psychological effects and disruption of learning 
processes at the onset of the pandemic; and 3) a steep 
decrease, back to the pre-pandemic values, during the second 
pandemic-affected semester due to adaptation to the negative 
conditions. 
 

6. CONCLUSIONS 
 
The current study provided a comprehensive account of the 
change in students’ peer evaluations of the low- and high-
quality RE interviews over six semesters, including two 
semesters during the COVID-19 pandemic. Exploring the data 
at different levels of analysis (low- versus high quality 
interview, soft versus technical skills in each interview, and 
eight individual evaluation criteria for each interview) 
provided important insights into the complexity of learning 
trends within the data. We found that students’ evaluations for 
the high-quality interviews were originally inflated compared 
to instructors’ ones, but with each semester, students’ 
evaluations were becoming more critical and approximated the 
instructors’ evaluation scores after four pre-pandemic 
semesters. This trend indicated the ability of the program to 
coach students’ RE interview skills and to promote more 
critical outlook. However, during the first semester affected by 
the COVID-19 pandemic, students significantly inflated their 
evaluations of RE interviews. This change could have 
stemmed from negative psychological effects associated with 
the pandemic. 

We also found significant gender differences in students’ 
perceptions of effective technical skill application. 
Specifically, females tend to assign significantly higher scores 
than males in the evaluation of the technical skills in a high-
quality interview; this result may be indicative of females’ 
difficulty to recognize more subtle nuances in the application 
of technical skills in the medium- to high-level performance. 
Further research should examine the ways technical skills are 
taught to and learned by males and females in the IS 
discipline. Our results may be of interest and practical use to 
the instructors and course designers involved in integrating RE 
training in their IS courses. Future research should further 
evaluate the long-term effects associated with the pandemic 
disruption in students’ lives and academic practices. In 
particular, it is important to investigate possible interventions 
and techniques that could mitigate the negative factors 
discussed in this paper affecting the RE process. 
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APPENDICES 
 

Appendix A. Summarized Data (Mean ± SE) for Each Outcome Variable 
 

Variables 
Students Instructors 

Fall 2018 
Time = 0 

Spring 2019 
Time = 1 

Fall 2019 
Time = 2 

Spring 2020 
Time = 3 

Fall 2020 
Time = 4 

Spring 2021 
Time = 5 2018 - 2021 2018 - 2020 

Sample size 47 44 44 43 58 58 294 4 
% of males 70.21 75 84.09 76.74 77.59 86.21 78.57 100 
All_Low 2.51 ± 0.08 2.67 ± 0.08 2.72 ± 0.09 2.71 ± 0.10 2.87 ± 0.09 2.55 ± 0.07 2.71 ± 0.04 2.65 ± 0.08 
All_High 4.46 ± 0.06 4.27 ± 0.07 4.23 ± 0.08 4.13 ± 0.09 4.52 ± 0.05 4.18 ± 0.06 4.34 ± 0.03 4.09 ± 0.47 
Soft_Low 2.13 ± 0.08 2.39 ± 0.09 2.40 ± 0.11 2.32 ± 0.11 2.54 ± 0.09 2.18 ± 0.08 2.36 ± 0.04 2.33 ± 0.09 
Soft_High 4.50 ± 0.07 4.40 ± 0.07 4.29 ± 0.08 4.19 ± 0.09 4.59 ± 0.05 4.23 ± 0.07 4.41 ± 0.05 4.15 ± 0.45 
Tech_Low 3.14 ± 0.09 3.14 ± 0.10 3.26 ± 0.10 3.38 ± 0.10 3.42 ± 0.11 3.16 ± 0.10 3.27 ± 0.03 3.17 ± 0.25 
Tech_High 4.41 ± 0.07 4.06 ± 0.08 4.12 ± 0.08 4.03 ± 0.11 4.42 ± 0.08 4.09 ± 0.07 4.22 ± 0.04 4.00 ± 0.50 
Opening_Low 1.06 ± 0.04 1.34 ± 0.10 1.27 ± 0.10 1.38 ± 0.11 1.40 ± 0.10 1.16 ± 0.06 1.29 ± 0.04 1.00 ± 0.00 
Closing_Low 2.45 ± 0.15 2.41 ± 0.16 2.58 ± 0.18 2.46 ± 0.17 2.62 ± 0.16 2.38 ± 0.17 2.51 ± 0.07 3.17 ± 0.73 
Listening_Low 3.11 ± 0.14 3.36 ± 0.15 3.10 ± 0.16 3.00 ± 0.17 3.59 ± 0.13 3.05 ± 0.13 3.25 ± 0.07 2.67 ± 0.33 
Relation_Low 2.21 ± 0.12 2.73 ± 0.14 2.70 ± 0.14 2.45 ± 0.14 2.84 ± 0.14 2.26 ± 0.09 2.60 ± 0.06 2.83 ± 0.17 
Teamwork_Low 1.83 ± 0.13 2.11 ± 0.13 2.32 ± 0.12 2.27 ± 0.15 2.28 ± 0.13 2.03 ± 0.09 2.16 ± 0.06 2.00 ± 0.29 
Analysis_Low 2.94 ± 0.12 3.03 ± 0.12 3.05 ± 0.13 3.19 ± 0.14 3.06 ± 0.13 2.91 ± 0.13 3.05 ± 0.06 2.50 ± 0.29 
Design_Low 3.28 ± 0.11 3.14 ± 0.12 3.32 ± 0.11 3.44 ± 0.13 3.71 ± 0.12 3.41 ± 0.12 3.39 ± 0.06 3.50 ± 0.29 
Visual_Low 3.21 ± 0.13 3.26 ± 0.13 3.41 ± 0.15 3.50 ± 0.13 3.47 ± 0.13 3.16 ± 0.13 3.38 ± 0.06 3.50 ± 0.29 
Opening_High 4.47 ± 0.10 4.36 ± 0.12 4.31 ± 0.11 4.24 ± 0.14 4.46 ± 0.11 4.14 ± 0.12 4.38 ± 0.05 3.75 ± 0.25 
Closing_High 4.13 ± 0.12 4.13 ± 0.13 3.97 ± 0.13 3.91 ± 0.14 4.18 ± 0.10 4.03 ± 0.11 4.07 ± 0.05 4.25 ± 0.25 
Listening_High 4.70 ± 0.09 4.56 ± 0.08 4.34 ± 0.09 4.14 ± 0.14 4.73 ± 0.07 4.33 ± 0.08 4.51 ± 0.04 4.50 ± 0.50 
Relation_High 4.66 ± 0.07 4.45 ± 0.08 4.34 ± 0.11 4.53 ± 0.11 4.78 ± 0.05 4.47 ± 0.09 4.57 ± 0.04 4.25 ± 0.75 
Teamwork_High 4.52 ± 0.09 4.50 ± 0.09 4.50 ± 0.09 4.12 ± 0.14 4.79 ± 0.06 4.21 ± 0.10 4.50 ± 0.04 4.00 ± 0.50 
Analysis_High 4.34 ± 0.11 4.02 ± 0.10 4.03 ± 0.10 3.90 ± 0.13 4.28 ± 0.09 3.93 ± 0.92 4.13 ± 0.05 3.50 ± 0.50 
Design_High 4.58 ± 0.07 4.25 ± 0.10 4.27 ± 0.09 4.23 ± 0.11 4.60 ± 0.07 4.34 ± 0.08 4.40 ± 0.04 4.25 ± 0.25 
Visual_High 4.31 ± 0.12 3.91 ± 0.10 4.05 ± 0.14 3.95 ± 0.13 4.39 ± 0.12 4.00 ± 0.11 4.14 ± 0.06 4.25 ± 0.75 
Note: All = All Skills; Soft = Soft Skills; Tech = Technical Skills; Low = Low-Quality Interview; High = High-Quality Interview 
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Appendix B. Statistical Parameters for the Analyzed Piecewise Models 

Evaluated Skills Statistical Parameters Regression Equation 
Average Across All Skills 

All skills: Low-
quality interview 

F(3,291) = 1191.73, p < .0001; R2 = .95 All_Low = 2.82 Int1 + 3.19 Int2 – 0.32 Time2 

All skills: High-
quality interview 

F(4,290) = 5032.79, p < .0001; R2 = .99 All_High = 3.99 Int1 + 4.83 Int2 – 0.10 Time1 –
 0.33 Time2 + 0.14 Gender 

Soft vs. Technical Skills 
Soft skills: Low-
quality interview  

F(3,291) = 750.65, p < .0001; R2 = .93 Soft_Low = 2.45 Int1 + 2.91 Int2 – 0.37 Time2 

Soft skills: High-
quality interview 

F(4,290) = 4563.18, p < .0001; R2 = .99 Soft_High = 4.07 Int1+ 4.91 Int2 – 0.10 Time1 – 0.34 Time2 

Tech skills: Low-
quality interview 

F(2,292) = 1239.83, p < .0001; R2 = .96 Tech_Low = 3.42 Int1 + 3.65 Int2 

Tech skills: High-
quality interview 

F(5,289) = 3318.99, p < .0001; R2 = .98 Tech_High = 3.85 Int1 + 4.69 Int2 – 0.11 Time1 –
 0.31 Time2 + 0.19 Gender 

Individual Criteria in the Low-Quality Interview 
Opening F(4,290) = 246.12, p < .0001; R2 = .81 Opening_Low = 1.51 Int1 + 1.67 Int2 + 0.09 Time1 – 0.25 Time2 
Closing F(2,292) = 269.63, p < .0001; R2 = .82 Closing_Low = 2.54 Int1 + 2.87 Int2 
Listening F(3,291) = 596.71, p < .0001; R2 = .91 Listening_Low = 2.98 Int1 + 4.08 Int2 – 0.52 Time2 
Relation F(3,291) = 450.72, p < .0001; R2 = .89 Relation_Low = 2.71 Int1 + 3.42 Int2 – 0.58 Time2 
Teamwork F(3,291) = 349.08, p < .0001; R2 = .86 Teamwork_Low = 2.52 Int1 + 2.52 Int2 + 0.15 Time1 
Analysis F(2,292) = 669.89, p < .0001; R2 = .92 Analysis_Low = 3.22 Int1 + 3.18 Int2 
Design F(2,292) = 932.56, p < .0001; R2 = .94 Design_Low = 3.46 Int1 + 4.00 Int2 
Visual F(2,292) = 750.80, p < .0001; R2 = .93 Visual_Low = 3.58 Int1 + 3.76 Int2 

Individual Criteria in the High-Quality Interview 
Opening F(3,291) = 1653.95, p < .0001; R2 = .97 Opening_High = 4.16 Int1 + 4.76 Int2 – 0.32 Time2 
Closing F(2,292) = 1415.65, p < .0001; R2 = .96 Closing_High = 3.82 Int1 + 4.40 Int2 
Listening F(5,289) = 3072.35, p < .0001; R2 = .98 Listening_High = 3.92 Int1 + 5.06 Int2 – 0.18 Time1 –

 0.38 Time2 + 0.24 Gender 
Relation F(3,291) = 3521.94, p < .0001; R2 = .98 Relation_High = 4.36 Int1 + 5.07 Int2 – 0.31 Time2 
Teamwork F(4,290) = 2604.06, p < .0001; R2 = .98 Teamwork_High = 4.09 Int1 + 5.36 Int2 – 0.12 Time1 – 0.57 Time2 
Analysis F(3,291) = 1925.81, p < .0001; R2 = .97 Analysis_High = 3.72 Int1 + 4.58 Int2 – 0.13 Time1 – 0.33 Time2 
Design F(4,290) = 3097.82, p < .0001; R2 = .98 Design_High = 4.05 Int1 + 4.81 Int2 – 0.10 Time1 – 0.24 Time2 
Visual F(4,290) = 1477.29, p < .0001; R2 = .96 Visual_High = 3.77 Int1 + 4.69 Int2 – 0.36 Time2 + 0.27 Gender 
Note: See the regression equation in section 3.4.1 of the paper for coding of the variables Int1, Int2, Time1, and Time2 
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Appendix C. Requirements Elicitation Interview Assessment Rubric (REIAR) (Adopted with permission from Ezell et al., 
2019) 
 

 Beginner 1 Developing 2 Competent 3 Excellent 4 Outstanding 5 
Relationship 
Building 
Appropriate greeting 
(stand up, shake 
hands, introduce self, 
ask how the other is 
doing), eye contact, 
attentive, positive 
affirmation. 

Interaction 
marred by one or 
more of the 
following: rude or 
condescending 
behavior, chronic 
lack of eye 
contact, chronic 
checking of 
phone, showing 
an overall lack of 
attention or 
interest. 

Demonstrates 
some aspects of 
competent 
relationship 
building but may 
be inconsistent 
(e.g., inconsistent 
eye contact or 
short periods of 
inattention). 

Appropriate 
greeting. 
Questioner 
engages in 
appropriate eye 
contact. Displays 
positive 
affirmation. 

Meets criteria for 
Competent AND 
is natural or 
smooth. Positive 
body language. 

Meets criteria for 
Excellent AND 
there is a sense of 
an extraordinary 
professional 
relationship. 

Opening 
Provide an 
organizational frame 
for the client, agenda, 
purpose; goals to 
accomplish in the 
interview. 

Provides no initial 
organizational 
frame for the 
client. At this 
level, student 
typically begins 
interaction by 
launching into 
specific 
questions. 

Provides some 
frame (e.g., starts 
out with some 
organizational 
sentences). May 
stay too broad 
(e.g., "we are here 
to do 
requirements 
elicitation for 
your project") or 
provide some, but 
not all, of agenda, 
purpose, goals to 
accomplish. 

Provides a 
complete 
organizational 
frame for the 
interview 
(agenda, purpose, 
goals to 
accomplish). 

Meets criteria for 
Competent AND 
asks questions to 
determine type of 
client AND gets 
confirmation of 
frame from client 
AND adjusts 
accordingly. 

Meets criteria for 
Excellent AND 
delivers it 
smoothly. 
“Clear”, 
“compelling”, 
“engaging” are 
the words that 
come to mind. 

Active Listening 
Pay attention, provide 
feedback, summarize 
or paraphrase ideas, 
remember past 
answers, ask for 
appropriate 
clarification. 

Demonstrates 
minimal active 
listening 
techniques. E.g., a 
questioner 
focused on 
questioning rather 
than on answers; 
or asking rapid 
questions without 
regard to prior 
conversation. 
May not listen to 
answers or talk 
over answers. 

Demonstrates 
some active 
listening 
techniques. 
Questions and 
answers are 
marred by some 
of the following: 
double-barreled 
questions, 
allowing client to 
not answer 
questions, asking 
questions that 
have already been 
answered, forcing 
client to give 
opinion when the 
client does not 
know an answer. 

Uses active 
listening 
techniques 
(feedback, recaps, 
clarifications). 
Makes sure 
questions are 
answered, 
questions build on 
prior answers. 

Meets criteria for 
Competent AND 
confirms 
understanding of 
the answer. 
Flexible in 
questions asked 
by adapting 
discussion 
dynamically 
based on 
understanding 
client's responses. 

Meets criteria for 
Excellent AND 
asks questions 
deliberately to 
gauge client type 
and gears entire 
style toward the 
client. Checks in 
frequently to 
ascertain common 
understanding. 

Analyzing Current 
(As-Is) System 
Understand the current 
situation (e.g., process, 
system, data, artifact). 
Inquire what is good 
and what is bad about 
the current situation, 
process, system, or 
artifacts as 

No attempt to 
investigate the 
current situation. 
At this level, the 
student often 
starts by asking 
what the client 
wants; not what 
exists now. 

Articulates the 
current situation. 
May be 
disorganized or 
out of context. 

Mutual 
communication 
about the current 
situation. Asks 
what is good and 
what is bad about 
the current 
situation. 

Meets criteria for 
Competent AND 
adds mutual 
discovery that 
assists the 
discussion. 

Meets criteria for 
Excellent AND 
uses visualization 
to guide the 
discussion. 
Examples of this 
may include an 
interactive 
exploration of the 
topic, mutual 
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appropriate. discovery, or an 
iterative process. 

Designing Proposed 
(To-Be) System 
Discuss the design of 
proposed (To-Be) 
system with the client 
as part of the 
interview. 

No attempt to 
include the client 
in the design. 

Asks client about 
the To-Be system 
using primarily 
closed-ended 
questions OR tells 
client what 
improvements 
will be and asks 
for opinion. 

Works with client 
to design To-Be 
system. Team and 
client work out 
design together. 
Uses open-ended 
questions and an 
interactive 
process. 

Meets criteria for 
Competent AND 
client and team 
design together 
with appropriate 
mutual 
visualization, 
mutual discovery, 
and iteration. 

Meets criteria for 
Excellent AND 
iteration is 
adaptive, probing, 
and explorative, 
with value added 
in each iteration. 
Keeps in mind the 
scope of the 
project or phase. 

Visualization 
Use appropriate and 
applicable visuals 
(process models, 
functional models, 
structural models, 
interface structure, 
mock-ups, as-is or to-
be reports, visual 
mapping, etc.) to aid 
relevant aspects of 
meeting. Use visuals 
to understand scope. 
Effectively integrate 
visuals into discussion. 

Does not use 
visuals. Does not 
have or request a 
copy of current 
reports, screens. 

Uses visuals that 
do not assist in 
discovering the 
requirements OR 
do not reflect 
client input in 
visuals. May refer 
to current artifacts 
or to-be artifacts. 

Uses visuals to 
guide discovery 
of requirements. 

Meets criteria for 
Competent AND 
uses draft or 
template visuals 
to guide relevant 
aspects of 
meeting. Client's 
input leads to a 
dynamic 
development of 
visuals during 
meeting. 

Meets criteria for 
Excellent AND 
drawings are 
visible to all and 
all are welcome to 
contribute. 
Examples of this 
may include a 
mutual 
exploration of the 
topic, mutual 
discovery, or an 
iterative process. 

Team Work 
To the client, the team 
appears natural and 
appropriate. Roles and 
responsibilities (e.g., 
questioner and note 
taker) appear natural 
(roles may shift over 
interview and not each 
team member needs to 
ask a question). Team 
members provide 
different points of 
view, leader keeps 
team on track, and 
inter-team 
communication aids 
elicitation. 

Each team 
member is 
operating on their 
own. May 
demonstrate 
visible 
dysfunction. 
Team members 
do not listen to 
each other. 

Duties separated, 
with team 
members having 
different roles OR 
team listens to 
each other and 
works together 
well BUT not 
both. 

Each team 
member has a role 
that they explain 
to the client. 
Roles are then 
demonstrated 
over the 
interview. Team 
listens to each 
other and works 
together well. 

Meets the 
requirements for 
Competent AND 
team members 
refer to each other 
and add to what 
each other says in 
an appropriate 
way. Roles feel 
organic and 
natural. 

Meets criteria for 
Excellent AND 
whole team 
performance feels 
strategic. Group 
synergy is better 
than sum of the 
individuals. The 
group develops 
and designs 
together, sharing 
different points of 
view. 

Closing 
Recap, plan next step, 
ask final questions. 

Ends interview 
when done with 
questions. 

Attempts a 
closing but 
marred by one of 
the following: 
excessively long 
recap, closing 
focuses on the 
relational aspects 
and not the 
substance of the 
interview, closing 
focused on the 
agenda not the 
findings. 

Recap of key 
points is on track 
and generally at 
the right level. 
Asks if any 
important issues 
were not 
discussed. 
Outlines future 
steps. 

Meets criteria for 
Competent AND 
recap includes the 
ways 
requirements fit 
into the scope of 
project or project 
phase. 

Meets criteria for 
Excellent AND 
uses artifacts 
created in the 
interview to guide 
the closing. 
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