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ABSTRACT

The growing integration of artificial intelligence (Al) into everyday life necessitates a transformation in machine learning (ML)
education and development practices, empowering end users with domain knowledge to independently design, train, test, and
deploy specialized ML models. However, the technical complexity of ML, particularly in areas such as neural networks, presents
a significant barrier for those users. To overcome this challenge, it is essential to reduce the cognitive burden associated with
coding, algorithm configuration, and system setup. This study introduces an early-stage prototype of an open-source, cloud-based
visual ML platform aimed at lowering this barrier. The platform enables users to configure, execute, and monitor ML workflows
through an intuitive graphical interface, eliminating the need for programming skills or environment setup. To evaluate the
platform’s usability and user-friendliness, a user study was conducted involving participants from diverse academic backgrounds.
Participants engaged with both visual and command-line versions of the system and completed a structured questionnaire. The
results revealed a strong preference for the visual interface, especially among users with limited technical experience. These
findings suggest that intuitive, no-code platforms can significantly reduce entry barriers and foster broader engagement with ML
in educational settings.
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1. INTRODUCTION

Machine Learning (ML) has emerged as an essential pillar of
today’s digital landscape, exerting a profound influence across
numerous fields. Traditionally, the development and
application of ML models have been in the purview of
computer science (Mason, 2013). Computer scientists are
technically proficient but usually lack knowledge of the
intricacies of the specific areas to which models are applied
(Berthold, 2019; Luna-Reyes, 2018; Schreck &
Veeramachaneni, 2016). Therefore, collaborative work has
always existed between computer scientists and people in
respective domains, such as information systems and data
science. However, the wide-spread adoption of ML across
different fields underscores the need for a paradigm that places
domain practitioners at the core when it comes to designing,
training, testing, and deploying a customized ML model
(Sundberg & Holmstrom, 2024; Yang et al., 2018). This
paradigm shift presents a significant challenge, particularly in
the context of ML education (Topi, 2019; Wang & Wang,
2021). Hence, there is a need for an abstraction or virtualization
layer that conceals ML complexities from users, enabling
broader participation and fostering innovation across a more
diverse population.

Recognizing the convergence of domain knowledge and
ML, we proposed a cloud-based virtual platform to enhance ML
education. The platform offers a computational environment
beyond conventional implementations to solve the issue of
bridging between domains and ML methodologies. To this end,
the platform abstracts away many of the technical complexities,
eliminating the need for programming. Instead, users access
powerful ML capabilities through a fully visual interface cloud-
based interface. This interface is oriented toward the learner,
working to eliminate the mystery behind model creation and
tuning processes. The platform serves as a comprehensive,
cloud-based educational ecosystem, enabling intuitive ML
pipeline development alongside networked and scalable
learning experiences.

This manuscript presents the initial phase of a project aimed
at developing an open-source, fully visual, cloud-based
machine learning platform specifically designed for students
and users who lack a background in computer science. The
platform enables users to configure, train, and deploy ML
models through an intuitive graphical interface without the need
for programming skills or manual system configuration. At this
stage, the study focuses on evaluating the platform’s usability
and user-friendliness, ensuring that individuals with limited
technical expertise can effectively engage with ML workflows.
A user study involving participants from diverse academic
disciplines was conducted to compare their experiences using
both the visual prototype and a traditional command-line
interface. This foundational work contributes to the broader
educational objective of democratizing access to ML, aligning
with recent calls in the literature to lower the barrier to Al and
ML education across disciplines (Altalouli & Curry, 2023).

2. THE CLOUD-BASED MACHINE LEARNING
PLATFORM

Training well-structured, handcrafted models on representative
data samples is essential for developing generalizable ML
models. Unoptimized architectures often contain redundant

components that add noise instead of improving predictive
accuracy. Therefore, optimizing model structures for specific
tasks is crucial to achieving better performance and more
reliable outcomes.

Neural Architecture Search (NAS) offers a promising
solution through a range of metaheuristic algorithms (Darwish
et al., 2020; Elsken et al., 2017, 2019) designed to automate the
engineering of ML model architectures. Figure 1 illustrates a
typical sampling-based NAS process (ElSaid, 2020; ElSaid et
al., 2019; ElSaid et al., 2021; ElSaid et al., 2020), in contrast to
evolution-based NAS approaches (Ororbia et al., 2019), where
the architecture iteratively refines itself by eliminating non-
contributory structural elements based on performance metrics.
The optimization begins with an initial structure, followed by
the selective removal of components, with each iteration
evaluated and logged. This process continues, leveraging
historical performance data to guide the generation of improved
neural structures, ultimately converging toward a near-optimal
solution within a feasible timeframe. For a more interactive
understanding, the frames in Figure 1 are animated on the
experiment’s instructional webpage
(https://examm.onrender.com'), visually demonstrating the
progression from the initial model to the best-performing
configuration. (Note that the provided URL may take a few
minutes to load on the first visit, as it is hosted on a free
platform with limited server resources.)

[ (=
o - o 9 0
oo o g e te=e
o—o—0 L = T

|

(1]
gop
(5] 9]
(1]

F=) e
0O
@ ®* o o ®

Figure 1. Process of Architecture Building

NAS is a relatively new but rapidly growing area in ML,
often described as “the likely next deep learning”
(Miikkulainen, 2020). However, leveraging its full potential
requires significant technical knowledge and skill. Currently,
there is a lack of integrated ML development platforms that
make NAS accessible, particularly for users with domain
knowledge but limited technical backgrounds. While major ML
platforms offer some NAS capabilities, they each have notable
limitations. Google AutoML includes NAS but lacks
transparency in model architecture and tuning process.
Microsoft Azure ML Studio provides a visual interface but
offers limited flexibility for model customization. IBM Watson
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Studio supports hyperparameter optimization, yet NAS
functionality is not explicitly exposed or easily accessible (Roy
etal., 2019).

This study represents the first step toward building a
platform that makes NAS accessible: an open-source, cloud-
based ML cyberinfrastructure that empowers end users to
design, build, and deploy their own ML models using their own
data. Although NAS techniques have traditionally required
advanced expertise, integrating NAS into visual tools—as
demonstrated in this platform—can empower beginners to
create and optimize sophisticated neural networks without
writing any code. By abstracting technical complexity, NAS
becomes an exploratory and educational tool that fosters
conceptual understanding through interaction. Unlike
conventional ML approaches that rely on predefined
architectures and manual hyperparameter tuning, NAS
optimizes model structures automatically, making the process
more accessible and forgiving for novices. This supports
experimentation and accelerates learning, allowing users to
observe how changes in structure influence model performance.
Moreover, it introduces learners to the frontiers of modern
ML—offering them not just experience with neural networks,
but also with advanced optimization techniques that underpin
much of state-of-the-art Al today.

In this phase of our exploration, we focus on the design and
evaluation of an intuitive, user-centered interface tailored to the
needs of primary stakeholders—researchers, scholars, and
learners with limited coding experience. Figure 2 presents a
high-level schematic of the proposed system, which integrates
components for data uploading and streaming, storage,
processing, computing resource allocation, ML model design,
optimization, management, and data output reporting and
visualization.

Figure 2. Infrastructure of the Open-Source Cloud-
Based ML

The interface—highlighted in magenta in the Figure 2—
serves as the focal point of this study. It is deliberately designed
to abstract away computational complexities, enabling users to
engage with machine learning workflows without the burden of
technical overhead. By emphasizing usability and user-
friendliness, this study aims to validate the effectiveness of the
platform prototype in supporting non-technical users through an
accessible and intuitive interface.

At this stage, the primary objective is to assess how easily
users can interact with the platform, rather than to evaluate their
understanding of complex ML concepts. This approach is
essential for ensuring that the platform lowers the entry barrier
for non-expert users, laying the groundwork for future research
that will examine its impact on deeper ML learning and

conceptual mastery. As the platform matures, subsequent
phases of the research will include more structured evaluations
of learning outcomes, enabling a comprehensive assessment of
its educational effectiveness.

3. METHODOLOGY

We conducted an experiment to assess a prototype system’s
ability to support users with varying levels of expertise in ML
and NAS. Participants were presented with two versions of an
ML training, testing, and neural structure optimization
platform, and their feedback was collected to assess user
experience.

3.1 Versions of Machine Learning Systems

3.1.1 Command-Line Version. The first version is a
command-line system, where users are required to download a
software package, compile it, and initiate a job using predefined
command-line options. The command-line version was
implemented in C++ for Linux-based systems and required
multiple dependencies, including OpenMPI (Chandra et al.,
2001) to support parallel optimization (Ororbia et al., 2019;
ElSaid, 2020; ElSaid et al., 2021; ElSaid et al., 2020). While
this version is efficient, its reliance on complex setup
procedures and external libraries presents significant usability
challenges, particularly for non-technical users.

3.1.2 Visual Cloud-Based Version. The second version is a
prototype of a visual, cloud-based platform designed to simplify
user interaction with ML and NAS workflows. In this version,
users interact with a graphical front-end that translates their
inputs into command-line arguments, which are then executed
on the backend. This architecture enables users to initiate and
monitor ML jobs without engaging directly with the command
line.

Figure 3 displays a screenshot of the editor page of the
prototype, which is publicly accessible at
https://examm.onrender.com/editor. This visual prototype
offers a seamless front-end to back-end workflow. The frontend
is built with React, TypeScript, Ant Design, and eCharts,
providing an interactive and responsive user experience. It
includes a visual neural network chart and an editor where users
can set command-line parameters. These parameters are
validated, formatted, and submitted to the backend, which then
triggers the command-line execution. Real-time output is
streamed back to the interface, allowing users to monitor
execution, search logs, and share session IDs for collaborative
work. The backend, developed using Node.js, TypeScript, and
the TSed framework, manages real-time communication via
Socket.io, thereby enabling live streaming of command-line
output to the user interface. Instead of relying on a traditional
database, the system uses caching mechanisms to dynamically
store command-line output.

The cloud-based version features a graphical user interface
(GUI) that allowed users to configure NAS parameters,
including (1) database, training, and testing data files, (2) input
and output parameters ornodes, (3) the number of hidden layers
and nodes per layer, (4) time-lag and offset settings, and (5) the
chosen NAS method (EXAMM or ANTS) and its related
parameters. Although the two NAS methods use different
strategies—ANTS begins with a fully connected superstructure
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and prunes redundant connections (EISaid et al., 2020), while
EXAMM starts with only input and output nodes and evolves
the structure incrementally (Ororbia et al., 2019)—the GUI
abstracts these technical differences, providing a unified and
intuitive configuration experience.

Testhies

Output perameters

i i Fow

Humb of e nodes

Timectizet Time Lag

S mthod
@cars s

Gptimzation w00
terations

Pepationsize w0 Namborafams n
OeseaNDistrce oEscaNminpans

Bxkpopogation w0
eerations

Figure 3. Editor Page of the Prototype

By automating backend processes, the system allows users
to concentrate on configuring parameters and interpreting
results, thereby making advanced NAS tools more accessible to
a broader audience. Moreover, the platform integrates both
manual configuration options and automated NAS optimization,
empowering users to compare their initial model designs with
the final architectures generated by EXAMM and ANTS. This
dual approach ensures a balance between user flexibility and
ease of use, supporting both exploratory experimentation and
guided optimization within a unified interface.

3.2 Experiment Design

3.2.1 Experiment Setup. The experiment was conducted
online through a publicly accessible instructional website
(https://examm.onrender.com), which provided participants
with comprehensive resources for engaging with the prototype
system. This online experiment setup offered flexibility,
accommodating participants’ varying schedules and technical
environments—an important consideration for educational
studies involving geographically dispersed learners. The
website provided the following key resources.

3.2.1.1 Background on NAS Methods. An overview of
EXAMM and ANTS, the two core NAS methods used in the
prototype. This section explained their underlying mechanisms
and typical applications, providing participants with essential
context for completing the experimental tasks.

3.2.1.2 Video Walkthrough. A detailed, step-by-step video
guide demonstrating how to install, configure, and use both the
command-line and visual cloud-based versions of the platform.
This resource was designed to reduce cognitive load for non-
technical users and support self-guided learning.

3.2.1.3 Setup Instructions. Comprehensive documentation
covering the installation process for the command-line version,

troubleshooting common dependency issues, and navigating
the visual interface.

The instructional materials were designed to familiarize
participants with the prototype’s interface and core
functionalities, prioritizing usability over technical complexity.
Since the primary objective of the study is to evaluate the
platform’s accessibility and user-friendliness, the content
emphasized practical interaction rather than the underlying
mechanics of the NAS methods (e.g., EXAMM and ANTS)
integrated into the system. Future iterations of the platform will
refine this instructional strategy based on participant feedback.

3.2.2 Experiment Process. Participants were asked to
complete a series of tasks using both the command-line and
visual cloud-based versions of the ML platform. These tasks
were designed to evaluate technical proficiency, usability, and
overall user experience.

For the command-line version, participants were instructed
to download, compile, and execute the command-line version
of the platform. They manually configured NAS parameters and
initiated training and testing jobs using predefined command-
line options. This task was intended to highlight the technical
challenges often encountered by users without programming
experience and served as a baseline for comparison with the
visual interface.

For the visual cloud-based version, participants performed
equivalent ML tasks using the graphical user interface of the
prototype. This version required no coding and allowed users to
configure and run NAS workflows through an intuitive, web-
based interface. The goal of this task was to assess the
accessibility, ease of use, and educational potential of the visual
system, particularly in lowering the barrier to entry for learners
new to ML.

3.2.3 Survey. Following the experiment process, participants
were asked to complete a survey. Given the exploratory nature
of the research, the primary objective was to collect practical
user feedback rather than to conduct a psychometric or
statistical analysis. The questions were informed by domain
knowledge, user experience principles, and insights from prior
studies on ML usability. The questionnaire, presented in Table
1, includes the following components.

3.2.3.1 Self-Assessment of Technical Skills. Question 1 asks
participants to rate their confidence in using Linux command-
line tools. This measure provides context for interpreting their
ease-of-use ratings.

3.2.3.2 Comparative Usability Assessment. Questions 2
through 5 ask participants to evaluate the convenience and
accessibility of the visual platform in comparison to the
command-line version. These items were designed to capture
user perceptions of ease of use, interface intuitiveness, and
overall user experience across both platform versions.

3.2.3.3 Qualitative Feedback. Question 6 consists of open-
ended prompts inviting participants to share their experiences,
challenges, and suggestions for improvement. These responses
can provide deeper insights into the prototype’s usability,
highlighting user perspectives that may not be captured through
quantitative measures alone.
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No. Questions

1 I can use Linux command-line confidently (1: least
confident, 5: most confident)

2 I tried (check all that apply):

o EXAMM on visual cloud-based platform

e ANTS on visual cloud-based platform

e EXAMM on command-line platform

e ANTS on command-line platform

3 How convenient is the visual ML cloud-based
platform?

e Very inconvenient
e Inconvenient

e Normal
L]
L]

Convenient

Very convenient

4 Compared to the command-line platform: How
convenient the visual ML cloud- based platform?

o [ could not use the command-line platform
e Much easier to use
e Somehow easier to use
e Same level of convenience
e More complicated
e Much harder to use
5 If could not use the command-line platform: Why
could not use the command-line platform?
e N/A
e I do not use Linux (or Linux based operating
system)
o The installation instructions were not clear
o The instructions to use the platform were not clear
e Missing libraries and installation errors
e Too much work
e Other
6 Please provide any suggestions about either platform

(visual cloud-based and/or command-line)

Table 1. Survey Questionnaire

3.2.4 Participant Recruitment and Demographics. To
evaluate the usability and user-friendliness, participants were
recruited from a range of academic backgrounds. This inclusive
approach aligns with the overarching goal of ML tools
accessible to non-technical learners—a critical consideration
for educators seeking to integrate ML concepts into their
curricula.

The study involved 247 volunteer participants, representing
amix of faculty members, graduate students, and undergraduate
students from a wide range of disciplines—including computer
science, business, engineering, humanities, and social sciences.
This broad representation was intentionally sought to capture
the experiences of users with varying levels of technical
proficiency, from experienced programmers to individuals with
deep subject knowledge but no formal training in computing.
Participants were recruited from universities across the East
Coast, Midwest, and Caribbean regions (i.e., Puerto Rico and
the U.S. Virgin Islands) of the United States, ensuring both
geographic and academic diversity. This diversity provided
insights into the usability of the prototype across different
educational contexts, supporting the broader objective of

developing a ML tool that is both accessible and effective for a
wide spectrum of learners.

4. RESULTS

The experiment involved 247 participants from different
backgrounds, including both individuals with and without
computing experience. A significant portion (48.2%) reported
above-average confidence in using the Linux operating system
(see Figure 4). This suggests that operating the command-line
version of the system via a Linux terminal was not a major
barrier for most participants. This confidence was reflected in
usage patterns: 43.7% of participants attempted the command-
line version of EXAMM, while 37.7% tried the command-line
version of ANTS. However, the majority preferred the visual
interface, with 81% and 83% of participants using the visual
versions of EXAMM and ANTS, respectively (see Figure 5).

80

75 (30.4%)

70(28.3%)
60

Amount of

Responses

2(13%)

2(105%)

1 2 3 4 §

Self-Evaluated Level of Confidence (Lowest:1, Highest:5)

Figure 4. Participant Confidence Levels in Using Linux
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Figure 5. Comparison of Visual and Command-Line
Usage for EXAMM and ANTS

Among the participants who used the visual versions of
EXAMM and ANTS, 18.2% found them very convenient, 52.6%
found them convenient, 20.6% rated them as neutral, 3.6%
found them inconvenient, and 4.9% considered them very
inconvenient (see Figure 6).

When asked to compare the visual interface with the
command-line version (see Figure 7), 33.6% of participants
indicated they were unable to use the command-line system and
therefore could not make a comparison. Among those who
could, 49% reported that the visual system was easier to use—
30.4% said it was much easier, and 18.6% said it was somewhat
easier. Only 13% felt that both systems offered a similar level
of convenience. Meanwhile, about 4% found the visual system
more complicated, and just 0.4% reported that it was much
harder to use compared to the command-line version.
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Figure 6. Participant Perceptions of Prototype
Convenience
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Figure 7. Participant Comparison of Visual Interface
and Command-line Usability

Among the participants who were unable to use the
command-line version, approximately 29% reported that they
do not use Linux. Another 8.5% cited missing libraries required
for compiling the command-line version, while 6.5% felt that
the setup process was too labor-intensive. Additionally, 4.9%
found the usage instructions unclear, and 3.2% specifically
mentioned that the setup instructions lacked clarity.
Furthermore, 15.5% selected “Other” and provided
personalized explanations that echoed similar themes—for
example: “While I have Linux on my work machine, I don’t
have it on my personal machine.”

The last survey question provided qualitative insights into
how participants perceived both versions of the system. Figure
8 presents a word cloud generated from participants’ open-
ended responses, highlighting frequently used terms that
describe their experiences with the visual and command-line
versions. While the word cloud does not offer a formal
sentiment analysis, it provides a general sense of the language

participants used. Terms such as “visual,” “cloud-based,” “easy,”

“UL” “clear,” “intuitive,” and “helpful” were commonly
associated with the visual platform, suggesting a generally
positive user experience. In contrast, words like “install,”
“error,” “libraries,” “bash,” and “dependencies” were often
linked to technical setup challenges encountered with the
command-line version.

Importantly, these qualitative findings align with the
structured questionnaire responses, in which participants rated
the visual interface as significantly more convenient and
accessible. This consistency between qualitative and
quantitative feedback reinforces the conclusion that the visual
platform effectively reduced usability barriers—particularly for
users with limited technical expertise.
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Figure 8. Word Cloud of Open-Ended Survey
Responses
5. DISCUSSION

This study underscores the importance of developing
accessible, cloud-based visual ML platforms that empower
users to engage with ML tasks without requiring extensive
technical expertise. The findings present several noteworthy
pedagogical implications.

First, integrating such platforms into educational
environments can democratize ML education, making it more
inclusive for students across disciplines—from computer
science to business, biology, and even academic writing. This
interdisciplinary approach aligns with Altalouli and Curry’s
(2023) emphasis on embedding academic tools within broader
learning contexts to foster meaningful engagement with
complex analytical skills.

Second, the user-friendly interface of the visual ML
platform examined in this study plays a crucial role in lowering
entry barriers for students with limited coding experience. By
enabling interaction with ML models through intuitive
graphical tools, the platform allows learners to focus on
applying ML techniques to real-world problems. Participant
feedback revealed a strong preference for the visual interface
over the command-line version, highlighting the value of
simplifying access to technical workflows.

Third, the integration of NAS into this visual platform
carries important implications for machine learning education,
particularly for beginners. By making a traditionally complex
process both accessible and interactive, NAS allows learners to
engage not only with model building but also with the core
principles of optimization—an essential yet often
underexplored aspect of ML curricula. This dual exposure
bridges theoretical and applied learning, offering students a
unique opportunity to experiment with and observe the
evolution of model structures in real time. More importantly, it
provides them with hands-on access to one of the most
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innovative areas of modern ML research, helping demystify
deep learning while fostering deeper engagement. Such
exposure can inspire confidence, stimulate curiosity, and
encourage students from non-technical backgrounds to explore
advanced topics that might otherwise seem out of reach.

Fourth, the platform’s cloud-based architecture supports
scalable, flexible learning and collaboration. Students can
access the system from any location, work with large datasets,
and collaborate on projects—features that are particularly
relevant in today’s remote and hybrid learning environments.
The visual tools also enhance interpretability, helping students
bridge the gap between ML concepts and practical application.
This is especially beneficial for learners who may find code-
intensive ML tools challenging.

Fifth, while the findings support the platform’s potential for
educational use, it is important to acknowledge its current
limitations. The prototype evaluated in this study is not a fully
featured ML system; rather, it was designed to assess usability
and accessibility. It does not yet evaluate learning outcomes or
conceptual understanding of ML topics. Moreover, its reliance
on cloud infrastructure may pose challenges in low-
connectivity settings. Future development will focus on
expanding functionality, integrating assessment tools, and
conducting classroom-based evaluations to better understand its
pedagogical impact.

Last, although this study does not directly measure
instructional outcomes, it contributes to information systems
(IS) education by demonstrating that usability-focused,
accessible platform design can broaden engagement and
participation in ML learning. These insights can guide
curriculum design and instructional strategies, helping
educators integrate ML platforms that make learning more
accessible, interactive, and inclusive. It provides a pathway for
students from diverse backgrounds to develop practical ML
skills, encourages collaboration and experimentation, and
ultimately prepares learners for the demands of a data-driven
world.

6. RECOMMENDATIONS FOR EDUCATORS

To enhance ML education across diverse disciplines, we
provide several general recommendations derived from the
comparative evaluation of command-line and cloud-based
visual ML platforms.

6.1 Lowering Barriers to ML Education

The study revealed that students—particularly those with
limited programming experience—expressed a strong
preference for the visual ML platform over the traditional
command-line interface. This preference underscores the
platform’s effectiveness in reducing entry barriers, allowing
learners to engage meaningfully with ML workflows without
acquiring advanced coding skills. Additionally, one of the most
impactful features of the platform, as highlighted by participant
feedback, is its ability to visually represent model behavior—
transforming ML concepts into tangible, interpretable outputs.
This capability is particularly valuable for non-technical
students, as it bridges the gap between theoretical knowledge
and practical application.

6.1.1 Recommendation. Integrate visual ML platforms into
introductory ML courses to help students focus on foundational

concepts without the complexity of programming. This strategy
promotes broader participation, especially among students from
non-technical backgrounds.

6.1.2 Example. Using a drag-and-drop interface, students can
design, train, and evaluate models with ease. This enables them
to concentrate on essential ML principles—such as feature
selection, model performance, and evaluation metrics—without
being impeded by programming syntax or debugging
challenges.

6.2 Facilitating Practical ML Projects

The positive feedback from participants—many of whom came
from non-computational backgrounds—demonstrates that
offering a visual, cloud-based ML platform significantly
enhances learner engagement in practical ML projects by
eliminating the technical overhead associated with
programming and computing infrastructure. This finding aligns
with existing research indicating that no-code and visual ML
tools enable students to concentrate on higher-order tasks such
as data preparation, model selection, and performance
evaluation, rather than the intricacies of coding (Sundberg &
Holmstrom, 2024).

The accessibility of these platforms is particularly
beneficial for students in disciplines such as business, biology,
or economics, where the application of ML to domain-specific
problems is increasingly essential. By lowering technical
barriers, visual ML tools promote broader participation in ML
education and foster inclusive, interdisciplinary learning
environments. This approach supports ongoing efforts to
democratize artificial intelligence and enhance digital literacy
across diverse academic fields (Cai et al., 2025).

6.2.1 Recommendation. Educators are encouraged to design
assignments that leverage the visual platform to guide students
through complete ML workflows—including data cleaning,
model configuration, and result interpretation—without
requiring programming knowledge. Customized modules can
also be developed to help non-technical learners apply ML
techniques to real-world problems within their respective
domains.

6.2.2 Example. In a classification task, students can upload a
dataset, select an appropriate model, and evaluate performance
using metrics such as accuracy or precision through an intuitive
graphical interface. For instance, in an economics course,
students might use the platform to predict unemployment trends
or GDP fluctuations, focusing on model logic and real-world
implications rather than programming syntax.

6.3 Encouraging Experimentation and Discovery
Participant feedback indicated that the visual interface
encourages experimentation by enabling users to modify
models and instantly observe the outcomes. This interactivity
cultivates a hands-on learning environment in which students
are motivated to explore different algorithms, adjust
hyperparameters, and assess model behavior.

6.3.1 Recommendation. Incorporate the platform into lab
sessions where students can actively experiment with various
ML algorithms and dynamically tune parameters. This
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exploratory approach reinforces conceptual understanding
through immediate and visual feedback.

6.3.2 Example. Students can adjust neural network
parameters—such as the number of layers or the learning rate—
and instantly visualize the impact on model accuracy. This
direct feedback loop bridges theoretical instruction with
practical application, deepening students’ comprehension of
ML dynamics.

6.4 Enabling Cloud-Based Learning and Collaboration

The platform’s cloud-based architecture enables students to
access it from any device, making it particularly well-suited for
remote instruction and collaborative learning. Participants in
the study emphasized the convenience of not having to install
software or configure hardware—common barriers that often
hinder participation in ML assignments.

6.4.1 Recommendation. Utilize the platform for group projects,
allowing students to collaboratively build, train, and evaluate
models within a shared environment. The cloud infrastructure
ensures equitable access, enabling full participation regardless
of students’ individual computing resources.

6.4.2 Example. In a collaborative assignment, students can
divide responsibilities such as data cleaning, feature
engineering, model training, and result interpretation within the
same cloud-based workspace. This setup fosters teamwork
while reinforcing the end-to-end ML process in an accessible
and inclusive environment.

7. CONCLUSION

This study demonstrates that a user-friendly and cloud-based
visual ML platform offers an effective approach to integrating
ML education across a broad spectrum of academic disciplines.
By abstracting technical complexities, the platform
substantially lowers the barriers to entry, thereby enhancing
both usability and learning experiences, particularly for
individuals with limited programming skills.

This study acknowledges limitations that inform directions
for future research and development. The current system
remains a prototype, designed primarily to evaluate usability
and user-friendliness rather than to serve as a fully operational
ML deployment tool. While the prototype -effectively
demonstrates the potential of cloud-based visual ML interfaces,
future work should focus on developing it into a fully functional
platform that moves beyond usability testing and enables a
more comprehensive assessment of its educational impact.

Additionally, ongoing development efforts should aim to
refine and release the system as an open-source platform. This
would promote broader adoption, foster community-driven
contributions, and support long-term sustainability through
collaborative innovation.

Lastly, to enhance the generalizability of the findings,
future research should aim to include a more diverse participant
group. This may involve K-12 educators, professionals from
non-technical sectors, and participants from international
academic institutions. Expanding the participant base in this
way will help ensure that the platform is adaptable to a wide
range of educational contexts and use cases, thereby

strengthening its relevance and applicability across diverse
learning environments.
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