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ABSTRACT 
 

This paper examines university students’ perceptions of and experiences with using ChatGPT, a generative artificial intelligence 
(GenAI) tool, to enhance their experiential learning. In this exploratory study, we designed a ChatGPT learning activity flow 
corresponding to the four experiential learning steps. Analysis of survey data collected from 70 students in a business college at a 
public university in the United States revealed that, under the guidance of the instructors, students learned to interact with ChatGPT 
through two prompts. Quantitative analysis suggested that the knowledge type and the associated cognitive process of student-
created prompts depended on those of the prompt provided by their instructor, controlled by students’ prior ChatGPT experience. 
In addition, qualitative data analysis revealed that students considered the GenAI tool helpful with their learning tasks and were 
satisfied with the content generated by ChatGPT. However, some students raised concerns about ChatGPT output involving 
metacognitive knowledge. Three themes emerged regardless of students’ prior ChatGPT experience, but some subtle differences 
were observed. Our findings extend the literature on experiential learning and Bloom’s taxonomy in the context of adopting GenAI 
in higher education. The study also contributes to Information Systems education by revealing challenges, offering suggestions, 
and proposing principles for GenAI-assisted learning. The paper concludes with suggestions for future research and policy making.  
 
Keywords: Artificial intelligence, ChatGPT, Generative AI, Experiential learning & education, Bloom’s taxonomy, Higher 
education 
 
 

1. INTRODUCTION 
 
Information technologies have been known to both disrupt and 
transform education. Yet not many technologies have caused 
such a broad and rapid disruption as generative artificial 
intelligence (GenAI) has in the past two years. One such tool is 
ChatGPT, a virtual chatbot based on GenAI technology that can 
mimic the grammar and structure of writing and produce digital 
content on various topics (Hao, 2023). Debuted in November 
2022, ChatGPT reached 100 million monthly active users just 
two months after its launch (Milmo, 2023). According to 
OpenAI (2022), a GenAI system such as ChatGPT is driven by 
a neural network model that relies on cutting-edge technologies 
such as machine learning, natural language processing (NLP), 
and deep learning. It has been trained using massive amounts of 
data to generate responses. Due to its ability to understand 
natural human language and generate contextually coherent 
responses, ChatGPT has attracted substantial attention from 
industry to academia.  

A professor at the Wharton School of the University of 
Pennsylvania found that ChatGPT would pass a final exam in a 
typical MBA class (Terwiesch, 2023). This sparked a national 
conversation about the ethical implications of using GenAI in 
education. While some educators have sounded the alarm over 
the potential abuse of ChatGPT for cheating and plagiarism, 
which could eventually affect student’s creative thinking and 

reasoning (Arif et al., 2023), others are optimistic about the 
potential benefits of using ChatGPT to support and enhance 
student learning, such as promoting a sense of community and 
increasing motivation and engagement among self-taught 
learners (Firat, 2023).  

Despite the general arguments among educators, there is a 
consensus that prompt engineering, e.g., an individual’s ability 
to provide effective user input (referred to as a prompt) to a 
GenAI tool, is essential for generating useful output from 
GenAI, such as ChatGPT (Baidoo-Anu & Owusu Ansah, 2023; 
Bowen & Watson, 2024). In introductory programming 
courses, this type of prompt engineering has demonstrated its 
potential to become a useful learning activity, one that promotes 
students’ computational thinking skills and is likely to change 
the nature of code-writing skill development (Denny et al., 
2023). Moreover, analysis of individual interactions with 
computer technologies shows that previous experience with 
technology may be a differentiating factor (O’Brien et al., 
2012). However, our knowledge about student use of GenAI 
technology remains limited. In this study, we aim to understand 
university students’ perceptions of and experiences with using 
ChatGPT. In particular, the study seeks to answer three research 
questions (RQ): (1) Are student prompts to ChatGPT 
influenced by instructor guidance during the learning process? 
(2) How does ChatGPT-generated information meet or fail to 
meet student expectations? (3) How does students’ prior 
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experience with ChatGPT relate to their expectations in this 
learning process?  

Experiential learning refers to “the process whereby 
knowledge is created through the transformation of experience” 
(Kolb, 1984, p. 38). It emphasizes the importance of experience 
in the learning process. In this study, we consider ChatGPT an 
exploratory tool in learning due to its interactive and adaptive 
nature. We designed a ChatGPT activity flow to facilitate 
experiential learning by engaging students with the interactive 
features of the GenAI tool and implemented the activity in six 
courses in the business college of a public university in the 
United States. Students practiced with two prompts using 
ChatGPT, one prepared by the instructor and another created by 
themselves. They were then invited to complete a survey to 
share their experiences with the GenAI tool. A total of 70 
students participated in the survey. Informed by the revised 
Bloom’s taxonomy (Anderson et al., 2001), which characterizes 
different knowledge types and cognitive processes in learning, 
and which complements the experiential learning model’s 
knowledge acquisition cycle, we employed a qualitative 
method to code the knowledge types and cognitive processes of 
the prompts created by the instructors and students. A 
quantitative analysis of the data showed that the knowledge 
types and cognitive processes of the student-created ChatGPT 
prompts depended on those of the first prompt, which was 
provided by their instructor. Additional qualitative analysis 
revealed three themes in student experiences with ChatGPT.  

The rest of the paper proceeds as follows: Section 2 
discusses the theoretical background and framework; Section 3 
describes the research methods; Section 4 reports research 
findings; Section 5 discusses the contributions and implications 
of the study; and Section 6 concludes the paper with 
suggestions for future research and policy making. 

 
2. THEORETICAL FRAMEWORK 

 
2.1 Generative AI and Education 
Research has shown that ChatGPT can be an effective tool in 
helping students with argumentative essay writing, generating 
outlines and examples for PowerPoint slides, and creating 
descriptions of the perceived images to be used as prompts for 
AI-powered image generation (Liu et al., 2024). The 
effectiveness of ChatGPT as a learning tool has been associated 
with its ability to adapt to personalized needs and provide 
spontaneous responses. The benefits of ChatGPT in education 
have been commonly accepted as promoting personalized and 
interactive learning as well as generating prompts for formative 
assessment (Baidoo-Anu & Owusu Ansah, 2023). Educators 
have also identified situations when the GenAI tool will be most 
effective. For example, based on their experience with design 
science research courses, Memmert et al. (2023) found that AI-
generated, content-level scaffolding might be a way to support 
students, particularly when they have nobody around to 
challenge their ideas. Moreover, Chang et al. (2022) highlighted 
that using an AI-powered mobile chatbot significantly 
improved students’ learning achievement and self-efficacy, 
thanks to the NLP and the user-friendly features of the chatbot. 

Similarly, the use of ChatGPT in information systems (IS) 
and computing education has attracted increasing attention. 
Because ChatGPT uses NLP and machine learning technologies 
to understand the user’s needs and respond accordingly, it 
provides responses without using syntax and concepts specific 

to programming languages, thus offering a different approach 
to IS and computing education (Denny et al., 2024). For 
example, using ChatGPT in their weekly programming 
practice, students in a computer programming course were rated 
higher in their computational thinking skills, programming self-
efficacy, and motivation for the lesson than the cohort who did 
not use ChatGPT (Yilmaz & Yilmaz, 2023). As a GenAI-
powered tool that can adapt to individual needs, ChatGPT has 
shown a potential to transform the creation and customization 
of educational resources such as programming exercises, 
enabling the efficient generation of personalized learning 
materials. 

While acknowledging the benefits and opportunities 
brought by the new AI technology, educators have also raised 
concerns about misuse of the AI tool, biases inherent in AI-
generated responses, and academic integrity (e.g., Arif et al., 
2023; Baidoo-Anu & Owusu Ansah, 2023; Terwiesch, 2023). 
These concerns require curriculum reforms that consider the 
interactions among the learner, teacher, and GenAI (Nguyen et 
al., 2024). In IS and computing education, challenges arise from 
adapting to large language models (LLMs) capable of 
generating accurate source code from natural-language problem 
descriptions and from concerns about learner over-reliance, 
harmful biases, and bad habits arising from using ChatGPT in 
programming education (Denny et al., 2024). Therefore, 
educators need to not only take advantage of the potential 
benefits of GenAI but also reflect on how to respond to the 
threats and opportunities presented by these new technologies. 
For example, focusing on student users as learners of the AI 
technology, Black (2023) outlined three key principles: 
developing user knowledge and skills in understanding 
technical capability, identifying biases in computer data and 
models, and becoming continual learners. Van Slyke et al. 
(2023) focused on educators and recommended that faculty 
invest time in learning the general capabilities of AI and 
consider how to modify course activities and assessments to 
encourage students’ ethical and effective use of AI tools. In 
addition, Denny et al. (2024) called for computing educators to 
design new pedagogical approaches, such as introducing LLMs 
early in a programming course and asking students to focus on 
writing task specifications. As advocated by Chen (2022), IS 
programs should be the leaders in AI curriculum development, 
addressing the demands of industry and preparing business 
school students for future technology-driven business 
innovation. 

All the strategies suggested above are informative. We 
argue that the successful implementation of strategies for 
developing student AI literacy, investing in faculty training, and 
designing new pedagogies relies on our understanding of 
current student ChatGPT use and students’ perceptions of the 
impact of this AI tool on their learning. In this regard, our study 
focuses on student experiential learning through the design and 
implementation of learning activities using ChatGPT, as an 
effort to respond to the call for educators to integrate GenAI 
into education, including IS and computing education, to adapt 
to the rapidly changing technology (Nithithanatchinnapat et al., 
2024). Because of our research focus on student experiences, 
we draw upon Kolb’s (1984) experiential learning model for 
insights. 

 
2.2 Kolb’s Experiential Learning Model 
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Experiential learning refers to the process of knowledge 
acquisition through experience. Developed by Kolb (1984), the 
Experiential Learning Model entails four steps: concrete 
experience (CE), reflective observation (RO), abstract 
conceptualization (AC), and active experimentation (AE). In 
the CE stage, the learner has hands-on experience in achieving 
a learning outcome. In the RO stage, the learner reflects on and 
reviews the experience from a range of different perspectives. 
In the AC stage, the learner analyzes and connects the 
experience to previous learning, developing new ideas about the 
subject matter. In the AE stage, the learner acts on their new 
ideas by experimenting in an experiential setting. According to 
Kolb (1984), all four learning stages must be completed for 
learning to be most effective.  

As new ideas are put into action, a new cycle of experiential 
learning begins. The four-step learning process, Experience – 
Reflect – Think – Act, is often applied multiple times in every 
interaction and experience. As such, knowledge is gained 
through both personal and environmental experiences; learning 
is achieved through a continuous cycle of inquiry, reflection, 
analysis, and synthesis (Kolb, 1984). In education, examples of 
experiential learning activities include applied research 
projects, case studies, field experience, simulations, and labs 
(Kolb & Kolb, 2017).  

The experiential learning model has been adopted in the 
learning and use of information technologies. For example, Lai 
et al. (2007) found that using mobile technologies while going 
through the four stages of an experiential learning process 
helped elementary school students improve their knowledge. 
Similarly, Deng and Chi (2015) adopted Kolb’s (1984) 
Experiential Learning Model as a framework to capture 
different aspects of individual learning experiences with a new 
enterprise system and presented experiential learning at two 
different levels (individual vs. community) in a knowledge 
network.  

In summary, experiential learning centers on conversion of 
explicit knowledge to tacit knowledge, so the type of 
knowledge involved in the learning process is important. The 
revised Bloom’s taxonomy by Anderson et al. (2001) 
characterizes four types of knowledge distributed across 
different cognitive processes in learning, thus offering further 
insights into understanding experiential learning. 

 
2.3 Revised Bloom’s Taxonomy 
Named after American educational psychologist Benjamin S. 
Bloom, Bloom’s taxonomy is a multi-tiered model that 
classifies thinking behaviors according to different levels of 
cognitive complexity in the learning process (Forehand, 2010). 
Since its inception in 1956, Bloom’s taxonomy has been 
reinterpreted in a variety of ways. The revised Bloom’s 
taxonomy, by Anderson et al. (2001), expanded the concept into 
two dimensions: the knowledge dimension and the cognitive 
process dimension.  

The knowledge dimension ranges from concrete (factual) to 
abstract (metacognitive). The different knowledge types 
include (i) Factual: knowledge of terminology, specific details 
and basic elements within a domain, such as the design 
specifications of a product for sale; (ii) Conceptual: knowledge 
of classifications and categories; knowledge of principles and 
generalizations; knowledge of theories, models, and structures; 
examples include knowledge of a product’s advantages and 
disadvantages over the product of its competitors; (iii) 

Procedural knowledge includes subject-specific skills, 
algorithms, techniques, methods, and criteria for determining 
when to use appropriate procedures; it is about knowing “how 
to” through practice, such as knowing how to identify the best 
location for opening a new retail store; and (iv) Metacognitive: 
strategic knowledge; knowledge about cognitive tasks, 
including appropriate contextual and conditional knowledge, 
such as understanding values and unique contexts brought by 
clients from different cultures. It should be noted that these 
knowledge types are not necessarily linear, as procedural 
knowledge may not be more abstract than conceptual 
knowledge. 

On the other hand, the cognitive process follows a more 
clearly defined hierarchical order. The levels of learning from 
low to high can be defined as (i) Remembering: Retrieving, 
recognizing, and recalling relevant knowledge from long-term 
memory; (ii) Understanding: Constructing meaning from oral, 
written, and graphic messages through interpreting, 
exemplifying, classifying, summarizing, inferring, comparing, 
and explaining; (iii) Applying: Carrying out or using a 
procedure through executing or implementing; (iv) Analyzing: 
Breaking material into constituent parts and determining how 
the parts relate to one another and to an overall structure or 
purpose through differentiating, organizing, and attributing; (v) 
Evaluating: Making judgments based on criteria and standards 
through checking and critiquing; and (vi) Creating: Putting 
elements together to form a coherent or functional whole; 
reorganizing elements into a new pattern or structure through 
generating, planning, or producing.  

Bloom’s taxonomy was developed in and applied to 
traditional educational pedagogy. As information and 
communication technology, such as GenAI, increasingly 
penetrates the classroom, the learning process of students will 
be affected by their experience with using GenAI for learning. 
Thus, through integration of the two theories discussed above, 
this study seeks to enhance our understanding of the education 
landscape transformed by the new AI technology. 

 
3. RESEARCH METHODS 

 
This research is exploratory in nature, as the research topic of 
ChatGPT is new and under-investigated in the higher education 
field. An exploratory study is “a broad-ranging, purposive, 
systematic prearranged undertaking designed to maximize the 
discovery of generalizations leading to description and 
understanding” (Stebbins, 2001, p. 3). It typically does not 
employ as rigorous a methodology as is often used in 
conclusive studies (Nargundkar, 2008) but allows for flexibility 
and adaptability (Saunders et al., 2012).  

To address the research questions, we designed a ChatGPT 
learning activity flow based on Kolb’s Experiential Learning 
Model and conducted an online survey asking students about 
their perceptions of and experience with ChatGPT. Guided by 
the revised Bloom’s taxonomy, we used qualitative methods to 
code the knowledge types and cognitive processes of the 
ChatGPT prompts created by the instructors and the students. 
To examine RQ1, i.e., the dependence of student-created 
ChatGPT prompts on those created by the instructors, we 
performed quantitative analysis using contingency tables and 
Fisher’s Exact Tests (Agresti, 1992; Healey, 2021). To answer 
RQ2 and RQ3, we conducted thematic analysis (Braun & 
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Clarke, 2006) to identify themes in student narratives while 
considering students’ prior experience with ChatGPT. 

 
3.1 Research Site and Participants 
Students from an urban public university in the United States 
participated in the study. The university is known as a minority-
serving institution with 69.4% of students being Hispanic or 
Latino, 10.9% Black or African American, 5.8% White, and 
7.5% Asian or Pacific Islander (2022-2023 university data).  

The researchers created a student survey with 28 multiple-
choice and open-ended questions hosted on a university-
licensed online survey platform. Key survey questions included 
“Prior to the class where you received this survey, have you 
used ChatGPT for any task?” “If yes, what tasks did you use 
ChatGPT for? Please provide an example and explain.” “How 
many times did you ask the ChatGPT to generate a response to 
the FIRST [i.e., the instructor-provided] question?” “Did the 
ChatGPT-generated response to the FIRST question meet your 
expectations? Please explain.” “How many times did you ask 
the ChatGPT to generate a response to the SECOND [i.e., 
student-generated] question?” “Did the ChatGPT-generated 
response to the SECOND question meet your expectations? 
Please explain.” The survey also included questions on student 
demographics such as age, gender, and race or ethnicity. The 
survey was approved by the Internal Review Board (IRB) of the 
university.  

The researchers invited instructors in the business college 
to participate in the study by adapting and implementing a 
ChatGPT learning activity in their courses and disseminating 
the survey to their students. Four instructors voluntarily agreed 
to participate and distributed the survey to students in the six 
courses they were teaching. The six courses cover multiple 
disciplines the business college offers: information systems, 
business communication, operations management, criminal 
justice, and public administration. They also represent three 
modalities: traditional on-campus, hybrid, and asynchronous 
online. Student participation in the study was voluntary and 
anonymous. The survey was distributed by the instructors to 
their students during the last two weeks of classes ending in 
May, June, or July 2023. After two email reminders, a total of 
70 students (with an overall response rate of 40.2%) responded 
to the survey. Table 1 summarizes the course level, modality, 
and responses of each participating class. 

 
Course Level Modality Responses/ 

Enrollment 
Re-
sponse 
Rate 

Course 1 300-level Hybrid 11/17 64.7% 
Course 2 300-level Campus 6/27 22.2% 
Course 3 300-level Campus 8/36 22.2% 
Course 4 Graduate Hybrid 14/14 100% 
Course 5 300-level Online 12/40 30.0% 
Course 6 300-level Online 19/40 47.5% 
Total     70/174 40.2% 

Table 1. Participating Classes 

 
Among the 70 participants, 53 indicated that they had no 

prior experience with ChatGPT. The 17 students who had some 
experience with ChatGPT mentioned that they had used the 
GenAI tool in another class (n=8), for work (n=1), during job 
applications (n=4), or for other personal interests (n=4).  

Most student participants came from ethnic backgrounds. 
Also, 60% were first-generation college students (FGCS) and 
81.5% were employed full-time or part-time. Since the six 
classes participating in the study were higher-level (300-level 
or above) university courses, most students were junior level or 
above, and four-fifths were age 22 or older. In general, the 
sample statistics are consistent with the university student 
demographics in terms of ethnicity, Pell-grant eligibility, 
employment status, and gender, while having a higher 
representation of FGCS and graduate students. This is a 
convenience sample. Table 2 presents the demographic 
information for the students in our sample. 

  
Frequency Per-

cent 
University 
Data 

By Ethnicity    
Asian or Pacific 
Islander 

7 10.0% 7.5% 

Black or African 
American 

14 20.0% 10.9% 

Hispanic or Latino 36 51.4% 69.4% 
White / Caucasian 5 7.1% 5.8% 
Other 2 2.9%  
Prefer not to answer 6 8.6%  
By First-Generation 
Student Status 

   

FGCS  42 60.0% 47.3% 
Non-FGCS 22 31.4%  
Prefer not to answer 6 8.6%  
By Pell Grant 
Eligibility* 

   

Eligible 38 54.3% 58% 
Not eligible 23 32.9%  
Prefer not to answer 9 12.9%  
By Employment 
Status 

   

Employed full-time 41 58.6% 74% 
Employed part-time 16 22.9%  
Not employed  13 18.6%  
By Gender 

  
 

Women 39 55.7% 62.4% 
Men 27 38.6% 37.5% 
Prefer not to answer 4 5.7%  
By Class/Year    
Freshman 1 1.4% 20.5% 
Sophomore 4 5.7% 10.0% 
Junior 20 28.6% 24.7% 
Senior 31 44.3% 33.7% 
Graduate 14 20.0% 11.0% 
By Age    
18-21 13 18.6% N/A 
22-29 25 35.7% N/A 
30-39 22 31.4% N/A 
40-49 7 10% N/A 
50-59 2 2.9% N/A 
Prefer not to answer 1 1.4%  
*Note. Eligible for U.S. Federal Pell Grants targeted at 
undergraduate students with exceptional financial needs. 

Table 2. Sample Statistics (n=70) 
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3.2 Procedures 
Based on Kolb’s Experiential Learning Model, we designed a 
ChatGPT learning activity flow that corresponded to the four 
continuous learning steps. The objective was to engage students 
with the interactive features of ChatGPT and use it as a tool to 
facilitate experiential learning of the specific course contents. 
Step 1 Experiencing: The instructor asked students to read the 
article titled “What Is ChatGPT? What to Know About the AI 
Chatbot” (Hao, 2023), which gave a basic introduction to the 
AI tool. Students were also instructed to create a free account 
for ChatGPT (powered by GPT-3.5) on the OpenAI website. 
Next, we asked the instructors to provide a course-related 
prompt (the FIRST question) that aligned with the learning 
objectives of their specific courses. The instructors then asked 
students to use ChatGPT to generate an output to this instructor-
created prompt. The instructors indicated that students could 
click on “Regenerate response” to get another answer if they 
disliked the previous one. Step 2 Reflecting: Students were 
invited to participate in an anonymous survey created by the 
researchers by answering the survey question “Did the 
ChatGPT-generated response to the FIRST question meet your 
expectations? Please explain.” Step 3 Thinking: The instructor 
asked students to create a course-related prompt themselves. 
The instructor also provided two sample prompts for students. 
Students then created their prompt (the SECOND question). 
Step 4 Acting: Students entered the second prompt into 
ChatGPT for a response and then answered the survey question: 
“Did the ChatGPT-generated response to the SECOND 
question meet your expectations? Please explain.” Figure 1 
illustrates the ChatGPT learning activity flow. 

As depicted in Figure 1, with the guidance of the 
instructors, students completed the four steps of experiential 
learning. Steps 1 and 3 are observed and analyzed to address the 

first research question; Steps 2 and 4 are observed and analyzed 
to address the second and third research questions.  

 
3.3 Data Coding  
Guided by the revised Bloom’s taxonomy (Anderson et al., 
2001), we (two researchers) first coded the instructor-provided 
ChatGPT prompts and student-created ChatGPT prompts in 
terms of different knowledge types and cognitive processes. 
Then, we coded all responses independently. The inter-rater 
reliability (by two researchers), measured by the percentage 
agreement, was high for the knowledge types reflected in the 
two ChatGPT questions (94% and 100%, respectively) but 
relatively low for the cognitive processes related to them (67% 
and 83%, respectively). We then discussed the coding and 
resolved the coding disagreements.  

In addition, following the thematic analysis procedure 
described by Braun and Clarke (2006), we coded student 
responses to the two open-ended questions asking whether the 
ChatGPT-generated responses met their expectations. We 
started with open coding to identify an initial pool of codes, 
followed by grouping codes into higher-order themes based on 
commonalities among first-order codes. The coding was done 
iteratively: we screened all collated extracts for each theme to 
refine and revise the themes as needed. Finally, we checked for 
any missing codes, organized subgroup codes in a hierarchical 
structure, and finalized the themes. We coded the data 
independently by following the coding scheme. The inter-rater 
reliability (by two researchers) of the coding results is 
satisfactory, with a Cohen’s Kappa index of 0.72 and 0.80 for 
student feedback to the two ChatGPT-generated responses, 
respectively. We discussed and resolved the coding 
disagreements and reached a consensus on all coding. Table 3 
provides the coding of the six instructor-created prompts for 
ChatGPT (one prompt per class).  

 

 
 

Figure 1. ChatGPT Learning Activity Flow Based on the Experiential Learning Model (Adapted From Asiri, n.d.) 
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Knowledge Type & 
Cognitive Process 

Instructor-Provided Prompt 

Conceptual 
Knowledge & 
Applying 

A manager checked production 
records and found that a worker 
produced 200 units while working 
40 hours. In the previous week, the 
same worker produced 130 units 
while working 32 hours. Did the 
worker’s productivity increase, 
decrease, or remain the same? 
Explain. 

Procedural 
Knowledge & 
Understanding 

How to create database SELECT 
queries using SQL GROUP BY? 

Procedural 
Knowledge & 
Applying 

I will give you a paragraph on 
business communication. Please 
summarize it into bullet points that 
a beginner would understand.  

Metacognitive 
Knowledge & 
Analyzing 

Please explain how the capstone 
project on [insert your topic here] 
helps improve your competencies 
and skills to lead and manage in 
public organizations and serve your 
communities effectively and 
ethically. 

Metacognitive 
Knowledge & 
Evaluating 

I will give you a sample of my 
writing. I want you to criticize it as 
if you were the hiring manager. 

Metacognitive 
Knowledge & 
Creating 

For a research question [input your 
research question here], create a 
research design that uses survey 
methods. This should include 
Method selection, Research 
subjects (Sample), Data collection 
plan, Data collection materials, and 
Data analysis plan.  

Table 3. Coding of Instructor-Created Prompts 

 
4. FINDINGS 

 
The analysis shows that under the guidance of the instructors, 
and through the four steps of experiential learning, students 
learned to use ChatGPT to explore questions of various 
knowledge types and different cognitive processes. The results 
of the quantitative analysis suggest that the knowledge types 
and cognitive processes in the student-created ChatGPT 
prompts depend on the first practice prompt provided by their 
instructor, controlled by students’ prior ChatGPT experience, 
which answers RQ1. Moreover, the findings of the qualitative 
analysis reveal that students are mostly satisfied with ChatGPT 
responses in terms of accuracy, timeliness, clarity, depth, and 
the organization of the answers while a few students raised 
concerns about ChatGPT-generated responses, addressing 
RQ2. Finally, students’ satisfaction with ChatGPT does not 
seem to be substantially affected by their prior ChatGPT 
experience, shedding light on RQ3. Sections 4.1 and 4.2 below 
report the findings related to RQ1, while Sections 4.3 and 4.4 
present findings associated with RQ2 and RQ3, respectively. 
 

4.1 Dimensions of the ChatGPT Prompts  
Comparing the ChatGPT prompts generated by the instructors 
to those generated by students, we found that instructors and 
students emphasize different knowledge types and cognitive 
processes. Table 4 presents the distribution of the instructor-
created and student-created ChatGPT prompts.  

As shown in Table 4, 37 students (55.2%) practiced an 
instructor-provided ChatGPT prompt that involved 
metacognitive knowledge, followed by 22 (32.8%) for 
procedural knowledge and eight (11.9%) for conceptual 
knowledge. However, when students were asked to create their 
own ChatGPT prompts, the distribution of the prompts by 
knowledge type shows a different pattern. Unlike their 
instructors, only nine (13.6%) of the student-generated prompts 
involve metacognitive knowledge. The majority (65.2%) of the 
student-generated prompts require conceptual knowledge, 
followed by procedural knowledge (21.2%). Moreover, 
students engaged in the cognitive processes differently. The 
instructor-provided prompts demonstrate all five cognitive 
processes more evenly: 19 (28.4%) for applying, 17 (25.4%) for 
evaluating, 14 (20.9%) for analyzing, 11 (16.4%) for 
understanding, and six (8.9%) for creating. However, most of 
the student-created ChatGPT prompts involve the lower-level 
cognitive processes such as understanding (60.6%) and 
applying (24.2%).  

 
4.2 Dependence of Student-Created ChatGPT Prompts on 
Students’ Prior Learning 
Our analysis shows that the knowledge types and cognitive 
processes of the student-created ChatGPT prompts depend on 
those of the first prompt, the one provided by the instructor for 
students to practice, especially among students who had no 
prior experience with ChatGPT. Tables 5 and 6 are contingency 
tables displaying the frequency distributions of knowledge 
types and cognitive processes of the two ChatGPT questions, 
controlled by student’s prior experience with ChatGPT. 

Fisher’s Exact Test is used to determine whether there are 
nonrandom associations between two categorical variables 
(Agresti, 1992). We chose this test instead of a chi-squared test 
because some cells have fewer than five observations, which 
violates the assumption of the chi-squared test. Another benefit 
of Fisher’s Exact Test is that it generates more conservative 
results than does the chi-squared test.  

As shown in Table 5, among the 46 students who had never 
used ChatGPT, the result of Fisher’s Exact Test (p = 0.028) 
indicates a statistically significant relationship between the 
knowledge types of the two prompts at the 0.05 level. In 
particular, if the first prompt provided by the instructor is about 
metacognitive knowledge, compared to other knowledge types, 
students are more likely to propose a ChatGPT question 
involving conceptual or metacognitive knowledge. However, 
the relationship is not statistically significant among the 17 
students who had some experience with ChatGPT before taking 
the course (Fisher’s Exact Test p = 0.317).  

Similarly, we analyzed whether the relationship of 
cognitive processes between the two prompts differed by 
students’ prior ChatGPT experience. As shown in Table 6, 
among the 46 students who had never used ChatGPT, the result 
of Fisher’s Exact Test (p = 0.002) indicates a highly statistically 
significant association between the cognitive processes related 
to the two prompts at the 0.01 level. Specifically, if the first 
prompt involves the analyzing level of cognition, compared to 
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other levels, students are more likely to create a ChatGPT 
prompt at the analyzing or higher cognitive level. Interestingly, 
if the first prompt involves the evaluating level of cognition, 
compared to other levels, students are more likely to create a 
ChatGPT prompt at the understanding cognitive level. 
However, using the 0.05 significance level, the relationship is 
not statistically significant among the 17 students who had 
some experience with ChatGPT (Fisher’s Exact Test p = 0.087). 

 
4.3 Student Perceptions of ChatGPT-Generated 
Information 
To understand student perceptions of ChatGPT-generated 
information related to their learning, we analyzed the 
qualitative data from student responses to the two open-ended 
survey questions asking whether ChatGPT-generated 
information for the two prompts met their expectations. From 
the 136 responses (68 responses for each prompt), our analysis 
revealed three major themes, each corresponding to different 
subcategories within the cognitive process. These findings are 
summarized in Table 7 and elaborated in this section.  
 
4.3.1 Theme 1: Positive Experience with Using ChatGPT for 
Learning. Student narratives reflect the overwhelmingly 

positive responses from different perspectives, including (i) 
being impressed by the speed and content of ChatGPT-
generated responses (i.e., fast, accurate, comprehensive, 
detailed, thorough); (ii) enjoying its human-like interaction; 
responses reflected the interpreting or summarizing sub-level of 
the cognitive process (within the understanding level); and (iii) 
perceiving ChatGPT as helpful for a learning task. 

First, the students elaborated on how they used ChatGPT to 
assist their learning. One student wrote: “I would say it did meet 
my expectations because in the beginning, it stated what needs 
to be calculated in order to answer the question. It also showed 
the work and broke it down” (ID 65; female, Hispanic, senior, 
FGCS). Moreover, students appreciated the relevance of 
information generated by ChatGPT: “ChatGPT’s answer was 
very much like the material we studied in class. The answer was 
detailed and very thorough. I feel like I know the material a lot 
better now” (ID 84; male, senior, employed part-time, White or 
Caucasian, Pell-eligible, non-FGCS). Other study participants 
offered similar assessments of ChatGPT-generated content, 
including information accuracy, completeness, and relevance. 
These dimensions represent the key elements of information 
quality (Lee et al., 2002). In this case, students were impressed 
by the quality of ChatGPT-generated information.  

 
 Cognitive Process     
Knowledge Type Understanding Applying Analyzing Evaluating Creating Total 
 First Prompt (by Instructors) 

    

Conceptual Knowledge 0 8 0 0 0 8 (11.9%) 
Procedural Knowledge 11 11 0 0 0 22 (32.8%) 
Metacognitive Knowledge 0 0 14 17 6 37 (55.2%) 
Total 11 (16.4%) 19 (28.4%) 14 (20.9%) 17 (25.4%) 6 (8.9%) 67 (100%) 
 Second Prompt (by Students)     
Conceptual Knowledge 34 5 2 1 1 43 (65.2%) 
Procedural Knowledge 3 11 0 0 0 14 (21.2%) 
Metacognitive Knowledge 3 0 5 0 1 9 (13.6%) 
Total 40 (60.6%) 16 (24.2%) 7 (10.6%) 1 (1.5%) 2 (3%) 66 (100%) 
Note. The sample size is below 70 in the table due to missing answers to the two relevant survey questions. 

Table 4. Dimensions of the Knowledge Types and Cognitive Processes of the Two ChatGPT Prompts 

 
 Conceptual 

Knowledge 
Procedural Knowledge Metacognitive Knowledge Total 

 No Prior ChatGPT Experience  
Second Prompt (by Students) First Prompt (by Instructors)   
Conceptual Knowledge 1 (20%) 10 (71.4%) 18 (66.7%) 29 (63.0%) 
Procedural Knowledge 4 (80%) 3 (21.4%) 3 (11.1%) 10 (21.7%) 
Metacognitive Knowledge 0 (0%) 1 (7.1%) 6 (22.2%) 7 (15.2%) 
Total  5 (10.9%) 14 (30.4%) 27 (58.7%) 46 (100%) 
N = 46. Fisher's Exact Test = 9.698, p = 0.028; Cramer's V = 0.378; Gamma = -0.113 
 With Prior ChatGPT Experience  
Second Prompt (by Students) First Prompt (by Instructors)   
Conceptual Knowledge 3 (100%) 4 (57.1%) 4 (57.1%) 11 (64.7%) 
Procedural Knowledge 0 (0%) 3 (42.9%) 1 (14.3%) 4 (23.5%) 
Metacognitive Knowledge 0 (0%) 0 (4.8%) 2 (23.5%) 2 (14.3%) 
Total 3 (17.6%) 7 (41.2%) 7 (41.2%) 17 (100%) 
N = 17. Fisher's Exact Test =4.223, p = 0.317; Cramer's V =0.407; Gamma =0.500 
Note. The sample size is below 53 for students without prior ChatGPT experience due to missing answers to the survey 
questions. 

Table 5. Dependence of the Knowledge Types of the ChatGPT Prompts, Controlled by Students’ Prior Experience 
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 Understanding Applying Analyzing Evaluating Creating Total 
 No Prior ChatGPT Experience  
Second Prompt (by Students) First Prompt (by Instructors)     
Understanding 4 (63.6%) 5 (44.4%) 4 (33.3%) 8 (75.0%) 6 (100%) 27 (58.7%) 
Applying 2 (36.4%) 8 (55.6%) 0 (0%) 1 (12.5%) 0 (0%) 11 (25.4%) 
Analyzing 0 (0%) 0 (0%) 4 (50%) 1 (6.3%) 0 (0%) 5 (11.1%) 
Evaluating 0 (0%) 0 (0%) 1 (8.3%) 0 (0%) 0 (0%) 1 (1.6%) 
Creating 0 (0%) 0 (0%) 1 (8.3%) 1 (6.3%) 0 (0%) 2 (3.2%) 
Total 6 (13.0%) 3 (6.5%) 10 (21.7%) 11 (23.9%) 6 (13.0%) 46 (100%) 
N = 46. Fisher's Exact Test = 26.896, p = 0.002; Cramer's V = 0.423; Gamma = -0.176 
 With Prior ChatGPT Experience  
Second Prompt (by Students) First Prompt (by Instructors)     
Understanding 3 (60.0%) 3 (60.0%) 0 (0%) 4 (80.0%) 0 (0%) 10 (58.8%) 
Applying 2 (40.0%) 2 (40.0%) 0 (0%) 1 (20.0%) 0 (0%) 5 (29.4%) 
Analyzing 0 (0%) 0 (0%) 2 (100%) 0 (0%) 0 (0%) 2 (11.8%) 
Total 5 (29.4%) 5 (29.4%) 2 (11.8%) 5 (29.4%) 0 (0%) 17 (100%) 
N = 17. Fisher's Exact Test = 8.690, p = 0.087; Cramer's V = 0.721; Gamma =0.000 
Note. The sample size is below 53 for students without prior ChatGPT experience due to missing answers to the survey 
questions. 

Table 6. Dependence of the Cognitive Processes of the ChatGPT Prompts, Controlled by Students’ Prior Experience 

 
Themes and 
Subcategories of 
Understanding 

Frequently 
Used Phrases 

Sample Quotes 

Theme 1 
(n=91): 
Students had 
positive 
experience with 
using ChatGPT 
for learning 
(Interpreting, 
summarizing) 

Clear, correct, 
accurate, 
detailed, 
relevant, 
thorough, easy 
to understand, 
speed 

“Yes, [I was] 
absolutely impressed 
by this ChatGPT 
feature. It provided 
informative and 
pretty accurate 
responses to my 
questions. It’s clear 
and informative.” 
(ID: 48) 

Theme 2 
(n=32): 
Students were 
knowledgeable 
about evaluating 
the ChatGPT 
responses and 
conducting 
further inquiries 
(Exemplifying, 
classifying, 
comparing) 

Knowledgeable 
about when to 
use ChatGPT 
to perform a 
learning task; 
wanted 
additional 
context or a 
much longer 
and in-depth 
response 

“I did have an issue 
at the first response 
as it gave me a small 
and direct answer. I 
regenerated the 
response because I 
wanted a much 
longer and [more] 
in-depth response.” 
(ID: 67) 

Theme 3 
(n=13): 
Students raised 
some concerns 
about ChatGPT 
responses 
relating to 
metacognitive 
knowledge 
(Inferring, 
explaining) 

Too vague; 
lacked a lot of 
domains 
(database) 
terminology; 
same exact 
answer for all 
questions 

“The answers it gave 
me would have 
sufficed for a brief 
description of what I 
needed to worry 
about. However, the 
lack of detail caused 
me to regenerate the 
answers, which gave 
me a similar 
quality.” (ID: 69) 

Table 7. Key Themes Revealed From Data Analysis 

In addition, some students enjoyed the friendly, human-like 
interaction with the AI tool. As one student explained: 
ChatGPT answered my question exactly like a normal person 
which is pretty crazy to me but I can see why it is such a huge 
tool that needs to be learned. It gave numerous things to think 
about when it comes to preparing for an interview. It did not 
just give me a half answer. It seems like it truly is trying to help 
(ID 119; male, senior, employed full-time, Black or African 
American, Pell-eligible, FGCS). 

As a result of the positive experience, many participants 
clearly indicated that they would continue to use ChatGPT to 
improve learning (e.g., writing). For example, some students 
asked ChatGPT questions about writing resumes and preparing 
elevator pitches for job interviews and responded: “Yes, I 
received plenty of feedback such as avoiding clichés, 
highlighting transferable skills, organizing my writing and 
being specific as well as providing evidence. This was very 
helpful and will be adjusted to my resume” (ID 107; male, 
senior, employed full-time, Hispanic, Pell-eligible, FGCS). 

 
4.3.2 Theme 2: Knowledgeable About Evaluating ChatGPT 
Responses and Conducting Further Inquiries. Students 
showed competency in evaluating the first responses generated 
by ChatGPT and made further inquiries when they felt the first 
response did not provide sufficient details. For the instructor-
created first question, 47 (67.1%) students asked ChatGPT 
once, 19 (27.1%) asked twice, and four (5.7%) asked three 
times. For the second prompt, which was created by the 
students, the number of students who entered prompt once has 
increased to 55 (78.6%) while fewer students (14 or 20%) 
entered it twice, and only one student (1.4%) entered three 
times. 

The accuracy and correctness of ChatGPT responses 
required the assessment of its users. Students were expected to 
be knowledgeable about the subject or topic underlying their 
ChatGPT questions. When they believed that the first answer 
provided by ChatGPT did not meet their expectations, students 
asked ChatGPT to regenerate a response. However, even when 
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the first answer was satisfactory, some students proceeded with 
the request to regenerate a response. The different motivations 
for further attempts were manifested in the student remarks, 
which reflected the exemplifying, classifying, or comparing 
sub-level of the cognitive process (within the understanding 
level). For example, one student stated: The initial response I 
received from ChatGPT met my expectations; however, I 
wanted to see what other response I would receive if I generated 
another response. The second response I received was similar 
to the first, but the second response provided formulas to solve 
the productivity rate as opposed to just the calculation (ID 75; 
female, senior, employed part-time, White or Caucasian, Pell-
eligible, FGCS). 

 
4.3.3 Theme 3: Raised Concerns About ChatGPT 
Responses. In some cases, mostly in the domain of 
metacognitive knowledge, students identified the weak portion 
of the ChatGPT output, and their responses demonstrated the 
inferring or explaining sub-level of the cognitive process 
(within the understanding level). For example, one student 
mentioned: It [ChatGPT] did meet most of my expectations 
because it did give a detailed and clear response. However, it 
failed in the data analysis part of the question because it seemed 
to produce the same exact answer for all questions; it just 
changed the language. I think this is dangerous considering 
that you cannot exactly generate quality data or analysis (ID 
77; female, junior, employed part-time, Black or African 
American, Pell-eligible, non-FGCS). 

In this example, the ChatGPT prompt involved creating 
metacognitive knowledge. The student entered the research 
question “How has the COVID-19 pandemic affected mental 
health among college students?” and asked ChatGPT to create 
a research design that uses survey methods, including creating 
plans for selecting a research method, identifying sampling 
strategies, collecting data, and analyzing data. The prompt was 
complex and involved a higher-level knowledge type and 
cognitive process, which may partially explain why the student 
felt the ChatGPT answer did not address all parts of the question 
adequately.  

This student’s experience suggests that the knowledge type 
and cognitive process that a prompt invokes in ChatGPT may 
affect the relevance of the answers it generates. For the prompts 
involving the understanding and application of conceptual or 
procedural knowledge, our student participants showed their 
satisfaction with the ChatGPT answers. However, for the 
prompts involving a higher-level knowledge and cognitive 
process, such as creating metacognitive knowledge, the 
participants offered some cautions as shown in the above 
example.  
 
4.4 Dependence of Students’ Perceptions of Current 
Experiential Learning on Their Prior ChatGPT Experience 
We compared the frequency of the three themes revealed in the 
narratives of the two groups of students (with or without prior 
ChatGPT experience) but did not find substantial differences. 
First, most students in both groups responded positively to their 
ChatGPT interactions (Theme 1), at 68% and 67%, 
respectively. However, students with prior experience were less 
likely to demonstrate their knowledge in evaluating ChatGPT 
responses (Theme 2) than those with no prior experience, at 
21% and 25%, respectively. In the following remark, a student 
from an IS course created a database-related prompt and shared 

his assessment of the quality of the ChatGPT output. This 
student had no prior experience with ChatGPT. The second 
question that I asked Chat GPT was “Provide an example about 
normalization [in database design].” The response that I 
received did meet my expectations. I had asked for a second 
response only to check if the system was sure about the first 
response that it gave me. Although ChatGPT has been able to 
provide good responses it is important to double check the 
responses (ID 64; male, senior, employed part-time, Hispanic 
or Latinx, Pell-eligible, FGCS). 

Moreover, students with prior experience were more likely 
to raise concerns about ChatGPT responses (Theme 3) than 
those students without prior experience, at 12% and 9%, 
respectively. For example, a student who took the IS course on 
database systems indicated that he had experience using 
ChatGPT to debug his python scripts. When practicing with the 
ChatGPT prompts in the study, the student raised the concern 
that “ChatGPT provided only the information needed to answer 
the question and it assumes you already know the material and 
gives you the answer.” This concern raised the warning that 
ChatGPT-generated output may not be tailored to the 
knowledge level of a user. The student thus offered a few tips 
to his fellow schoolmates on how to use the GenAI tool 
effectively: Instead of asking questions to find the answer, ask 
the machine how to do the problem, which, most of the time it 
already explains it. I do not use ChatGPT unless it’s confirmed 
we can use outside sources. But daily for my learning process 
of cyber security, hacking, and coding scripts (ID 49; male, 
junior, employed part-time, White or Caucasian, Pell-eligible, 
FGCS). 

 
5. DISCUSSION 

 
5.1 Theoretical Contributions 
This exploratory study contributes to the theory of experiential 
learning in two aspects. First, using AI tools such as ChatGPT 
makes experiential learning more individualized, interactive, 
and accessible, compared to traditional experiential learning 
activities such as case studies, field experiences, and 
simulations. With the provision of quick feedback in natural 
language, the GenAI technology speeds up the process of 
experiential learning, compared to traditional approaches. 
Second, the careful design of the ChatGPT learning activity 
flow highlights the importance of the instructor as a facilitator 
in enhancing AI-assisted experiential learning. In a traditional 
experiential learning environment, a facilitator is not essential 
to experiential learning; rather, the essential mechanism is the 
learner’s reflection on experiences using analytic skills 
(Rodrigues, 2004). However, our study shows that in the AI-
assisted experiential learning process, not only does clear step-
by-step instruction matter, but the first training or practice 
activity provided to students affects their learning. 

Furthermore, the study contributes to Bloom’s taxonomy, 
as it shows that using ChatGPT to gain metacognitive 
knowledge at the analyzing level of the cognitive process seems 
to bring the most benefits to students in terms of expanding the 
scope of their learning. In addition, the study deepens our 
comprehension of the cognitive process. According to the 
revised Bloom’s taxonomy, the understanding level of the 
cognitive process is divided into several separate categories 
such as interpreting, exemplifying, classifying, summarizing, 
inferring, comparing, and explaining. The three themes 
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discovered from student feedback about ChatGPT answers 
represent different subcategories of the understanding level.  
 
5.2 Practical Implications 
The study has practical implications for enhancing the 
effectiveness and efficiency of teaching and learning in the 
context of GenAI. The implications for educators are two-fold: 
First, as evidenced in the four stages of experiential learning, it 
is important for a properly designed learning activity flow to 
include clear instructions and reflection activities. Second, as 
GenAI is increasingly used by students, it is time to revisit and 
update the assessment of student performance, consistent with 
Van Slyke et al.’s (2023) recommendation to contextualize 
course assessments and activities. In fact, to motivate student 
learning in GenAI-integrated activities, Bowen and Watson 
(2024) suggested treating AI-generated work as grade C-level 
work, and students should do better than that.  

For IS education, our study suggests that using ChatGPT 
enhances certain learning activities, such as coding debugging 
in a programming course, and that the benefits of ChatGPT may 
depend on the knowledge level of the students. As reflected in 
the remarks of the two IS students (see Section 4.4), ChatGPT 
responses were considered more suitable for students with 
adequate foundational knowledge in the database domain. This 
finding is echoed by Denny et al. (2024), who questioned the 
appropriateness of ChatGPT for beginners in computer 
programming courses. As they explained, novices usually start 
by learning simple programming concepts and patterns, 
gradually building their skills, but much of the vast quantity of 
code in the training data for the AI model was written by 
experienced developers, making AI-generated code sometimes 
too advanced or complex for novices to understand and modify. 
In this regard, when integrating ChatGPT into IS courses, 
instructors should consider the course level and the student 
knowledge base.  

Based on our study findings and informed by Susarla et al. 
(2023), we provide the following general guidance for students 
to effectively use GenAI tools: (i) Students must develop a 
baseline knowledge necessary to create a meaningful prompt 
for retrieving relevant responses from GenAI on a study topic; 
(ii) students should consider the face validity of the GenAI-
generated output, e.g., are the outputs consistent with the 
student’s understanding of the topic as described in the 
textbook? and (iii) students should use GenAI according to 
university and course policies. In a nutshell, learning is the 
mission of students; thus, they need to undertake learning 
activities responsibly when using GenAI (Deng & Joshi, 2024).  

 
6. CONCLUSION 

 
Analyzing survey data from a sample of 70 business college 
students in a U.S. university about their experiences with and 
reflections on their use of ChatGPT, this study addressed three 
research questions: (1) Are student prompts to ChatGPT 
influenced by instructor guidance during the learning process? 
(2) How does ChatGPT-generated information meet or fail to 
meet student expectations? (3) How does students’ prior 
experience with ChatGPT relate to their expectations in this 
learning process? The findings for RQ1 demonstrate that the 
knowledge types of student-created ChatGPT prompts and the 
associated cognitive processes depend on the first practice 
guided by their instructors, especially among students without 

prior ChatGPT experience. In addition, the findings for RQ2 
reveal that students are generally satisfied with the quality of 
the ChatGPT-generated information and find the tool helpful in 
their learning tasks. However, some students raised concerns 
about ChatGPT output, especially when a prompt involved a 
higher level of learning such as creating metacognitive 
knowledge. Finally, the findings for RQ3 suggest that students’ 
prior experience with ChatGPT does not substantially affect 
their perceptions of their current ChatGPT experiences.  

The study has limitations. First, it uses a convenience 
sample, not a representative sample, of the study population, 
which could limit the generalizability of the findings. Second, 
the sample size is insufficient for advanced quantitative 
analysis of the relationships between multiple variables. 
Finally, the study is based on student perceptions and self-
reported learning outcomes. Future research is suggested to use 
a large random sample and objective measures of student 
learning outcomes. It should also examine instructors’ 
perspectives on using ChatGPT in higher education and 
compare them with students’ perspectives. In addition, future 
research on experiential learning with GenAI should specify the 
learning objectives for each task and explore other factors that 
may affect student experiences in the learning process.  

Informed by our findings and adapted from Van Dis et al. 
(2023), we suggest a set of questions for future research: (i) 
What are the different ways in which GenAI tools can assist 
educational activities? (ii) What skills, knowledge, and abilities 
should students develop to effectively use GenAI in their 
learning? (iii) How should educators advance in their 
professional development to guide students in the era of 
GenAI? (iv) What polices should institutions develop and adopt 
policies to encourage responsible use of GenAI and ensure 
integrity in higher education? 

GenAI’s impact on the future of work and the workforce is 
going to be profound. Policymakers, researchers, educators, and 
technology experts need to work together and discuss how these 
evolving tools can be used safely and constructively to improve 
education. With the increasing penetration of AI across 
industries, higher education institutions must be ready to 
produce a workforce that meets the demands of the changing 
nature of work.  
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