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ABSTRACT 
 

Mobile devices are a constantly used item in a college student’s life. Students depend on them for entertainment, academics, and 
socializing with their friends. While they continually use them, they perhaps do not understand the impact of their use on their 
privacy or that the devices can be used to track them and collect their personal information. This study utilizes the Antecedent, 
Privacy Concern, Outcome (APCO) model, combined with the Fogg Behavior Model (FBM) to determine (1) the factors that 
comprise privacy concerns on a mobile device; (2) whether individuals use privacy-protective behaviors, and (3) whether education 
on privacy issues regarding mobile devices will increase their use of privacy-enhancing technology (PET). A longitudinal study 
was conducted to test whether privacy protection education increases the use of PET. While students express concern for their 
privacy when using mobile devices and express an intent to use additional PET, their behavior using mobile device protections 
does not change, even after an educational intervention. Perceived privacy control does not change their privacy concern and habit 
and trust outweigh the impact of privacy concern. Theoretical and practical implications are provided. 

 
Keywords: Privacy, Behavioral modeling, IS education, Mobile computing, Intention 
 
 

1. INTRODUCTION 
 

Individuals regularly express concern about privacy in a digital 
environment, but consistently do little to change behaviors. 
Data is being collected online at an exponential rate (Lackey, 
2019) and mobile devices are now responsible for more than 
half of all internet traffic (Gaubys, 2021). Many people use their 
mobile devices to transmit sensitive information, considering 
these devices just a phone, instead of a pocket computer with 
the same vulnerabilities as a laptop (Platsis, 2019). 
Smartphones not only track who you communicate with but 
also gather less obvious information such as location data, 
which can determine where you live and work (Obar, 2015). 
Further, these devices are now an integral part of professional 
responsibilities, despite limited understanding of the power 
they wield (Patten & Harris, 2013). Cybersecurity and privacy 
are of utmost concern in Information Systems (IS) and have led 
the Society of Information Management’s Information 
Technology (IT) trends study as the top IT management issue 
from 2017 to 2020 and the IT leader’s highest concern from 
2014 to 2020 (Kappelman et al., 2020). Data brokers, 
companies that combine data from multiple sources, make it 
even more vital for people to understand their data privacy, as 
this aggregation of data from private and public sources can 
lead to an in-depth profile of an individual including highly 

private information (Acquisti & Gross, 2009). Despite these 
threats, individuals still engage in risky behaviors. Research 
considers this phenomenon the privacy paradox (Norberg et al., 
2007). 

Privacy concern is defined as a user’s concern about how 
their data is being used, and their ability to control that use 
(Culnan & Armstrong, 1999). Many websites have privacy 
notices, but this can create a false sense of security for users 
who believe that a policy implies their data will not be shared 
(Smith, 2014). Traditionally, privacy control has been left up to 
users; but more recently, some governments have started to 
restrict data collection (Information Commissioner’s Office, 
2019). This signals that users are either not doing enough to 
protect themselves from dangerous situations, or it is beyond an 
individual’s control. Students operate in an increasingly digital 
world and need an understanding of the fundamental issues in 
IS, including privacy and data protection (Harris et al., 2011). 
Educating users about these data tactics should reduce risky 
behaviors. 

Privacy has been well researched in the IS literature. 
Individuals who lack technological skills are more likely to be 
endangered by online privacy issues (Büchi et al., 2017). 
Privacy education needs to be included in college curricula to 
prepare students for their eventual careers (Nelson et al., 2011; 
Park & Vance, 2021). The environment students operate in 
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increasingly incorporates online education, with 32% of the 
students having experienced at least one online course (He et 
al., 2014). With the increased use of online courses, the breadth 
of applications students are exposed to and expected to use has 
increased. Along with this increased use, the potential for 
increased data collection and perhaps data abuse has risen 
(Lieberman, 2020). Students express privacy concerns, but 
there is no clear picture of their understanding of the potential 
danger or ways to mitigate risk (Park & Vance, 2021). 

Being aware of the potential for data abuse is only a portion 
of the problem and may not be sufficient to effectively modify 
user behavior (Williams et al., 2019). The Fogg Behavioral 
Model (FBM) identifies three factors that must coalesce to 
change behaviors: motivation, ability, and a trigger (Fogg, 
2009). In short, an individual must be motivated to change a 
behavior, have the ability to change it, and something must 
encourage the person to enact that behavioral change. 
Consequently, this model aids educators to motivate behavioral 
change for risky behaviors that might be ingrained in the user 
and offer pedagogical suggestions for increasing privacy 
awareness in the future workforce. 

In this research, we posit that individuals lack awareness of 
the depth of the data being collected, and the ability to protect 
themselves on their mobile devices. Further, we posit the need 
for an external factor (trigger) that encourages users to change 
their privacy behaviors. We propose the following research 
problem: Can privacy education impact users’ privacy 
protection behaviors? Specifically, we introduce users to a 
privacy-enhancing tool (DuckDuckGo), which automatically 
reduces privacy risks for the user. According to privacy 
research, the motivation to reduce privacy risks exists for many 
users (Kokolakis, 2017; Lutz & Strathoff, 2013; Park & Vance, 
2021). The ability to control privacy may not exist for a user at 
the level they perceive (Jensen et al., 2005). We propose that 
privacy education can serve as a motivator, increase a user’s 
ability to control their privacy, and act as a trigger to change 
behaviors. 

Our findings suggest that the privacy paradox is greater 
than the impact of the education component. While students 
express privacy concern and this concern impacts intention and 
behavior, the educational component offered in this study was 
insufficient to make a significant impact on privacy concern or 
behavior. Elements of trust, familiarity, and habit outweighed 
any increase in privacy awareness. Our findings have important 
insights for the privacy paradox research stream, as well as an 
important understanding for users and business owners. 
Through this research, we further the understanding of the 
privacy paradox. 

The remainder of this paper is organized as follows. First, 
we outline the related literature on privacy concern, privacy 
calculus, and the FBM. Next, we develop thirteen hypotheses 
to explain privacy protection behaviors. The methodology 
describes the time-series survey, and the results are presented. 
Finally, we discuss the results and offer contributions, 
implications, and limitations. 

 
2. LITERATURE REVIEW 

 
2.1 Privacy 
Privacy is built on the idea of control; specifically, controlling 
who can see your personal information (Westin, 1967). 
Literature has identified four dimensions of privacy: excessive 

data collection, errors in collecting data, unauthorized 
secondary use of data, and improper access to data (Smith et al., 
1996). These dimensions have been expanded to include 
environmental and personal characteristics such as individual 
control, general privacy concern, trust, and risk beliefs 
(Malhotra et al., 2004). 

As technology has evolved, so has individuals’ 
understanding of privacy, including the impact of mobile 
devices. Unfortunately, research has not consistently included 
new technologies, such as mobile devices, when evaluating 
privacy concerns (Yun et al., 2019). Data collection on mobile 
devices can be performed continuously and individuals should 
be encouraged to use protective behavior (Belanger & Crossler, 
2019). The Mobile Users Information Privacy Concern 
(MUIPC) construct includes three concepts: perceived 
surveillance, or the degree to which an individual believes 
mobile devices or applications continually monitor behavior; 
perceived intrusion, or the extent to which an individual 
believes their personal privacy boundaries are being violated by 
these devices; and secondary use of information, which is the 
extent an individual believes their personal information is being 
shared with others beyond their control (Xu et al., 2012). 
Limiting data sharing on mobile devices often limits the 
functionality of the device. For example, turning off location 
tracking negates the key affordances of a map feature on a 
mobile device. Likewise, the complexity of technology has 
made controlling privacy settings more challenging. For 
example, on mobile devices, each application might require its 
own privacy settings, which can prove laborious for the user. 
Similarly, information has varying degrees of privacy concern, 
based on the perceptions of the user (Malhotra et al., 2004). One 
individual might find their home address highly sensitive, while 
others might not care to protect this data. 

A factor in determining the value of private information is 
how it would be used (Smith et al., 1996). Companies benefit 
from collecting private information because they can use this 
data to better understand the market, thus creating a competitive 
advantage. Therefore, companies bolster the need for sharing 
private information to help the user benefit from personalized 
messaging (Baruh & Popescu, 2017). In digital settings, it is 
nearly impossible to know what data will be used, as the 
combination of the data completed by data brokers greatly 
enhances the value of the data (Obar, 2015). 

Research shows that privacy concerns are enough to 
prevent users from adopting a technology (Gu et al., 2017) and 
that application permission requests on a mobile device can 
increase the privacy concern (Degirmenci, 2020). Privacy 
concern is often mitigated because of many users’ perception 
that nothing bad will happen to them personally (Jones & Chin, 
2015). Further, privacy concern may not be completely 
understood in the context of peer disclosure in social networks 
and individuals need additional support in identifying this 
potential (Alsarkal et al., 2019). In fact, some users show less 
concern with mobile devices, despite their computing 
equivalence (Platsis, 2019). 

Privacy calculus recognizes that users might have a privacy 
concern, but performs mental math to determine whether the 
privacy risk does not outweigh the potential benefits of 
releasing private information (Dinev & Hart, 2004). Some 
research avers that the fundamental assumption of privacy 
calculus does not always hold and despite the stated intentions 
of not disclosing information, this is not reflected in actual 
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behavior (Norberg et al., 2007). Research has demonstrated a 
difference in privacy decisions when measured in different 
contexts. Hypothetical decisions are more impacted by the 
objective levels of protection specified by the 
application/vendor, while actual decisions are more impacted 
by relative levels of protection measured by personal 
experience or comparing privacy policies between 
applications/vendors (Adjerid et al., 2018). Despite this, 
privacy calculus is dominant, but irrational processes should be 
considered (Barth & de Jong, 2017). To make rational choices, 
people have to realize they are making a choice and be capable 
of making that choice (i.e., enacting privacy protection 
behaviors) (Masur, 2019). 

To make sense of the complexity of privacy calculus 
research, Smith et al. (2011) developed the Antecedent, Privacy 
Concern, Outcomes (APCO) framework. This framework 
identifies the vast amount of research constructs that are good 
predictors of privacy concern and the breadth of outcomes that 
can result. Even this cohesive unifying framework has gone 
through additions to include affective elements, resource 
constraints, motivations, user biases, and environmental 
concerns (Dinev et al., 2015). In summary, many factors can 
reduce privacy concerns or result in users seeming to behave 
irrationally. 

IS literature identifies that behaviors being perceived as 
irrational could be a result of habit (Heimlich & Ardoin, 2008; 
Limayem et al., 2007; Polites & Karahanna, 2012). Habit 
differs from a calculated choice, as it is an automatic reaction 
created by repetition. Increasing privacy awareness does not 
override the impact of habit on privacy behavior (Wagner et al., 
2020). Concerning IS, habit promotes inertia and resistance to 
change to a new system (Polites & Karahanna, 2012). “The 
stronger the habit, the lesser the prognostic power of intention 
on the actual behavior” (Limayem et al., 2007, p. 730). 

 
2.2 Fogg Behavior Model 
The FBM (Fogg, 2009) is a simple model to understand 
behavioral changes. According to the FBM, motivation, ability, 
and a trigger must all be present to prompt behavior changes. 
Fogg (2009) identifies three motivational sources: 
pleasure/pain, hope/fear, and social acceptance/rejection. Each 
of these motivations can be seen in privacy research. For 
example, pleasure could be derived from a user feeling 
confident about their privacy settings. Alternatively, motivation 
to protect privacy could be high due to privacy concerns caused 
by the increased awareness of data collection behaviors in the 
current climate. Pain could come from a breach of private 
information. Fear develops from the loss of control and the 
unknown that results from the breach of private data. Having 
one’s private information abused results in higher privacy 
concern (Smith et al., 1996). Finally, social acceptance is an 
important feature in the adoption and use of technology 
(Venkatesh et al., 2012). Social networks are built for seeking 
the approval of peers. External motivations through social 
norms are an opportunity in privacy research (Li, 2011). 

According to the FBM, ability can be encouraged by 
reducing the amount of time an action takes, the financial cost 

for the action and the effort necessary to perform the action, 
ensuring the alignment of the action with social norms and 
habits (Fogg, 2009). The ability to adopt privacy protection 
behaviors could be limited due to the complex nature of the 
privacy settings and the places that data is collected from (Obar, 
2015). Consequently, even if one wants to protect one’s 
privacy, one might find it difficult to do so (Lehtiniemi & 
Kortesniemi, 2017). 

The FBM identifies three types of triggers: a spark trigger, 
which involves a motivation element with a message to perform 
an action, a facilitator trigger, which identifies how an action 
can be made simpler, and a signal trigger, which is simply a 
reminder to perform an action if motivation and ability are 
already present (Fogg, 2009). In this research, we propose that 
a spark triggering event will strengthen the motivation and 
ability to encourage behavior change. To better understand the 
privacy paradox and the role education can play to increase 
privacy behaviors, we propose the aforesaid research model 
(Figure 1). 

 
3. HYPOTHESES DEVELOPMENT 
 
Built on the FBM, we consider motivation, ability, and an 
educational trigger to assess privacy behaviors. The educational 
trigger serves as a spark to increase motivation and ability by 
increasing concerns and providing instructional directions. 
 
3.1 Motivation 
The MUIPC construct (Xu et al., 2012) is the most suitable for 
research regarding privacy concern and mobile devices 
(Belanger & Crossler, 2019; Degirmenci, 2020). It comprises 
perceived surveillance or the extent to which a mobile device is 
monitoring behavior, perceived intrusion, or the extent to which 
privacy boundaries are being violated by their mobile device, 
and the secondary use of information, the sharing of personal 
information with others beyond their personal control. 

Privacy experience captures the extent of an individual’s 
experience with privacy abuse of their data (Benamati et al., 
2017). Essentially, one who has had a privacy violation in one’s 
past person becomes more vigilant to privacy concerns. 
Unsolicited personalized messages received by an individual 
can increase the suspicion of unauthorized sharing of their 
information (Okazaki et al., 2009). Similarly, persons exposed 
to more privacy breach news are more aware of privacy issues 
(Benamati et al., 2017). These reports tend to be more massive 
breaches [i.e., Cambridge Analytica/Facebook (Hern, 2018)], 
but still drive awareness and therefore more concern. 
Contrastingly, if a person is unaware of the impacts of private 
data being used for undesirable purposes, they are less likely to 
be concerned about their privacy in general. Therefore, we 
hypothesize: 

 
H1: Privacy Experience positively relates to mobile users’ 
information privacy concern. 
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Figure 1. Structural Model 

 
Others’ opinions are important in much of the literature 

relating to technology adoption and use. Social influence is 
defined as the extent to which an individual is motivated based 
on the opinion of important others (Venkatesh et al., 2003). It 
is natural for people to be concerned about issues that concern 
their role models too. For example, parental privacy concern 
can be passed on if parents discuss privacy issues with their 
children (Feng & Xie, 2014; Youn & Shin, 2019). Peers 
expressing privacy concerns too results in higher individual 
privacy concerns (Moscardelli & Divine, 2007). Therefore, if 
influential people are concerned about privacy, a person is more 
exposed to those privacy concerns and more likely to adopt the 
concerns in their own beliefs. Consequently, we hypothesize:  

 
H2: Social influence positively relates to mobile users’ 
information privacy concern. 

 
Trust is defined as the belief that technology is handling an 

individual’s data properly (Dinev & Hart, 2006). Trust is an 
important construct in the privacy calculus literature (Dinev & 
Hart, 2006; Dinev et al., 2015). Trust is so important that some 
users will not consider participating online if there is no 
adequate trust (Milne & Boza, 1999). As an individual uses a 
device more and more and continues to have good experiences, 
trust in the device grows. Mobile devices are used heavily by 
youth and provide them a recognizable value that they expect 
to continue (Hillman & Neustaedter, 2017). Consequently, trust 
reduces privacy concern (Culnan & Armstrong, 1999; Pavlou 
et al., 2007; Smith et al., 2011; Xu et al., 2009). Therefore, we 
hypothesize: 

 
H3: Trust negatively relates to mobile users’ information 
privacy concern. 
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3.2 Ability 
Perceived control of personal information is defined as an 
individual’s belief that they can control their personal 
information (Xu, 2007). On mobile devices, control could exist 
within privacy settings, such as access to data from an 
application. Intuitively, for someone to engage in privacy 
protection behaviors, they first must believe they have control 
over their privacy. When people believe they are incapable of 
protecting their privacy, privacy concern is increased (Xu, 
2007). Without the ability to control privacy, privacy does not 
exist (Westin, 1967). Perceived control has been negatively 
associated with privacy concern in mobile settings 
(Degirmenci, 2020). Even in situations of greater risk, users 
with higher perceived ability show reduced privacy concern 
(Brandimarte et al., 2013). In alignment with prior literature, we 
hypothesize the following: 
 

H4: Perceived control negatively influences mobile users’ 
information privacy concern. 

 
Privacy concerns result in people being more cautious in 

their actions (Lutz & Strathoff, 2013). For example, users are 
less likely to download mobile applications if they have a 
heightened privacy concern (Gu et al., 2017). Users are also less 
likely to provide private information if privacy concern is 
greater (Xu et al., 2012). Therefore, as the privacy concern of 
an individual increases, the individual is more likely to engage 
in privacy protection behaviors (Osatuyi, 2015; Smith et al., 
1996; Stewart & Segars, 2002). Privacy concern can motivate 
several privacy protection behaviors (Son & Kim, 2008). 
Therefore, we propose that privacy protection intentions and 
actions will both be impacted by privacy concern. We 
hypothesize: 

 
H5a: Mobile users’ information privacy concern positively 
relates to the intention to use PET. 
 
H5b: Mobile users’ information privacy concern positively 
relates to the use of PET. 
 

3.3 Habit 
Per the FBM, motivation and ability can work together in 
relative weights where sufficient motivation can overcome a 
lack of ability or vice versa, in causing behavioral change 
(Fogg, 2009). Changing behavior may require a change in habit. 
Habit is the idea that people have behaviors that become 
automatic due to repeated experience (Limayem et al., 2007). 
Habit is a significant indicator in many studies related to the 
intent or adoption of new technologies (Venkatesh et al., 2012). 
If people are in the habit of not protecting their privacy, or not 
using specific technologies, this habit will have to be broken. 
Similarly, if a user has always used one browser, encouraging 
the use of a different browser will require changing routines. 
This can be challenging, even if there is a known risk in 
continuing their current behavior. Habit also perhaps hampers 
the use of privacy management tools (Barth & de Jong, 2017). 
Therefore, we propose that habit has an impact on both 
intentions and actual behaviors: 

 
H6a: Habit positively relates to the intention to use PET. 

 

H6b: Habit positively relates to the use of PET. 
 
3.4 Trigger 
Prior literature heavily informs privacy concern and privacy 
protection behaviors; however, there is still confusion about 
why people express concern and yet do nothing to protect their 
privacy. This research is built on the idea, based on the FBM, 
that there needs to be a trigger to spark privacy protection 
behaviors. This spark should increase both motivation and the 
ability to result in changing behaviors. 

While most users are aware of privacy, data collection, and 
some uses of data, many are unaware of the depth of these 
practices (Omoronyia et al., 2013). More specifically, users 
often do not relate actions directly to the source. Privacy 
education will make people more aware of the experiences they 
have had and how privacy protection behaviors could improve 
their experiences. Enhancing users’ awareness of privacy 
concerns as they are happening increases the desire to change 
privacy behaviors (Gerber et al., 2018). Consequently, we 
propose that privacy education, in general, will impact the 
privacy awareness of users. 

 
H7: Privacy education will increase privacy experience 
awareness. 

 
Making individual users more aware of privacy issues also 

has an impact on the collective. Privacy education, by the sheer 
fact, that it exists and is being shared, indicates others are 
concerned about privacy. As others’ concern increases and is 
reflected in their use of PET, they are more likely to encourage 
the use of these technologies in their social networks (Mendel 
& Toch, 2017). Increased use among peers can lead to the 
development of a social norm where individuals believe that the 
use of PET is expected (Aarts & Dijksterhuis, 2003). These 
norms influence action in “direct and meaningful ways” 
(Schultz et al., 2007, p. 429), highlighting the impact of social 
influence on intention and behavior. Privacy education will 
increase perceptions that others believe privacy concern to be 
important. Therefore, we hypothesize: 

 
H8: Privacy education will increase social influence 
awareness. 

 
Educating users about privacy should bring about related 

trust concerns for the user. Users indicate increasing privacy 
concerns if they find data being shared involuntarily (King, 
2014). Generally, those with higher education have less trust in 
companies collecting private data (Wang & Yu, 2015). Mobile 
devices are complicated and often collect data unbeknownst to 
the user. Further, the data collected is often not individually 
useful but gains value, as it is aggregated by data brokers 
(Federal Trade Commission, 2014). Through education on the 
ability of organizations to use data, individuals should become 
more aware of the need to be concerned about privacy. 
Therefore, we propose the following: 

 
H9: Privacy education will decrease trust. 
 
For individuals to change behaviors, they must be capable 

of doing so (Masur, 2019). Research shows that increased 
privacy training on social networks increases privacy concerns 
(Smith et al., 2018). Büchi et al. (2017) demonstrate that 
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technology skills are the largest predictor of protective 
behavior. Kulyk et al. (2016) developed guidelines based on 
expert users to assist others who lack the understanding to 
protect themselves. By educating users about how privacy can 
be protected, through new technologies, users should feel 
empowered by their abilities. Thus, their perception of control 
over their own privacy should increase. 

 
H10: Privacy education will increase perceived control. 
 
MUIPC is a multi-level construct comprised of perceived 

surveillance, perceived intrusion, and secondary use (Xu et al., 
2012). The educational component (Teaching Privacy Project, 
2016) contains sections addressing each of these issues. As 
individuals are educated as to how data is constantly collected 
through services such as location tracking on their mobile 
devices, the perception of surveillance should increase. 
Understanding that data is valuable and can be monetized 
should increase an individual’s understanding of the potential 
for unauthorized or unexpected secondary use. As mobile 
applications continually request access to a variety of 
information stored on your devices, learning to question 
whether providing that data is necessary for the functioning of 
the application should increase the perception of the potential 
for intrusion into what should be considered private. 
Collectively, privacy education will increase MUIPC as people 
become more aware of privacy breaches. As a result, we 
hypothesize: 

 
H11: Privacy education will positively impact mobile 
users’ information privacy concern. 
 

4. METHODOLOGY 
 

Students in select courses at two Midwestern universities were 
surveyed to measure the impact of an educational component 
on their use of PET on their mobile devices, in exchange for a 
small course credit. Surveys were offered online via Qualtrics. 
A pre-intervention survey established an understanding of 
existing concern levels and students’ intent to use PET. Next, 
an educational component consisting of a brief video “You’re 
leaving footprints” (Teaching Privacy Project, 2016) was 
provided, which offers an overview of privacy challenges faced 
in everyday life from video surveillance to location tracking and 
internet traffic collection. While video surveillance cannot be 
controlled from an individual’s mobile device, a large amount 
of the data a student generates is a result of their interaction with 
their mobile device. Fifty-four percent of the total web traffic is 
generated from mobile devices (Ceci, 2022). A handout 
detailing methods to improve their privacy on mobile devices 
including the use of the DuckDuckGo browser (See Appendix 
A) was also provided. There are various PET application 
options available for users to install and protect their data. 
DuckDuckGo was selected due to its being a single application 

that provides a variety of services and is available in both 
Android and iOS versions. DuckDuckGo does not collect or 
monetize the history of user searches and blocks known third-
party tracking systems (DuckDuckGo, 2008). These third-party 
systems are not part of the website that a user visits but are 
provided by a third party to assist in data gathering, both for the 
website and the business providing the tracker (Emerging 
Technology from the arXiv, 2014). A post-intervention survey 
was offered two weeks later. 

Scales (See Appendix B) from prior research were adopted. 
MUIPC is measured with the scale developed by Xu et al. 
(2012) and adapted to mobile devices rather than mobile 
applications. Privacy awareness was adapted from the work of 
Benamati et al. (2017), perceived control of personal 
information from Xu et al. (2007), social influence from 
Venkatesh et al. (2012), trust from Dinev and Hart (2006), and 
habit from Limayem et al. (2007). The intention to use 
DuckDuckGo was adapted from Venkatesh et al. (2003) and the 
actual use of DuckDuckGo from Venkatesh et al. (2008). 

Four hundred and ninety students were offered participation 
in the study. 285 students completed the pre-intervention survey 
and 364 students completed the post-intervention survey. 
Responses were matched on student ID and only students who 
completed both surveys were included in the final sample. 
Attention checks were provided in both surveys and anyone 
failing either was removed. Participants who completed the 
post-intervention survey before two weeks or indicated they did 
not review the educational component were also removed. The 
final sample size of the matched results was 125 students. 
Demographic breakdowns of the final sample can be seen in 
Table 1. 

 
5. RESULTS 

 
Partial least squares structural equation modeling (PLS-SEM) 
was used to analyze the data. This method has the ability to 
model complex relationships with multiple variables (Chin, 
1998). Results were tested using SmartPLS 3.3.3 (Ringle et al., 
2014). All constructs except MUIPC were modeled with 
reflective indicators. MUIPC is a second-order reflective-
formative construct of the three dimensions of perceived 
surveillance, perceived intrusion, and secondary use (Xu et al., 
2012). To measure the second-order construct, a two-stage 
approach was used based on Hair et al. (2014). 
 
5.1 Instrument validation 
Factors were measured by evaluating reliability, convergent 
validity, and discriminant validity. Reliability is a measure 
signifying that indicators consistently represent the measured 
factor (Hair et al., 2014). During the initial evaluation, an 
exploratory factor analysis (EFA) using principal axis factoring 
with Oblimin rotation was performed in R 4.0.5 for both 
surveys. A confirmatory factor analysis (CFA) in SmartPLS 
was also used to evaluate reliability and internal consistency. 

Age   Gender   Level 
18-20 83 66% 

 
Female 53 42% 

 
Freshman 6 5% 

21-23 34 27% 
 

Male 71 57% 
 

Sophomore 56 46% 
24+ 8 6% 

 
Other 1 1% 

 
Junior 34 28%         
Senior 21 17%         
Graduate 8 4% 

Table 1. Demographics 
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An indicator for perceived surveillance, a component of 
MUIPC was excluded from further analysis due to 
unsatisfactory loading. 

Reliability is measured by evaluating the outer loadings of 
the indicator variables (Hair et al., 2014) to create a composite 
reliability (CR) score, which should be above 0.7 (Fornell & 
Larcker, 1981). Construct reliability and validity were 
evaluated (See Appendix C, Tables C-1 and C-2). The pre-
intervention survey results indicated that CR ranged from 0.83 
to 0.99 and the post-intervention CR from 0.87 to 0.98. 
Convergent validity is confirmed if indicators positively 
correlate with other indicators of the same construct (Hair et al., 
2014). This is shown by examining the outer loadings of the 
indicators and the average variance extracted (AVE) (Hair et 
al., 2014). Outer loadings should be above 0.708 and AVE 
should exceed 0.50 (Hair et al., 2014). All factors in both 
surveys satisfy these criteria. To measure discriminant validity, 
a factor correlation matrix is utilized. The square root of the 
AVE of each factor should exceed the correlation between that 
factor and any other factors (Fornell & Larcker, 1981). This 
criterion is met, indicating satisfactory discriminant validity. 

Common method bias can be problematic in research using 
surveys (Podsakoff et al., 2003). Harman’s single factor test 
indicated no individual factor exceeded 50% of the variance 
(Podsakoff et al., 2003). Of the factors that emerged, the largest 
variance percentage was demonstrated by MUIPC at 26.80% in 
the pre-intervention survey and 26.93% in the post-intervention 
survey. Additionally, if all latent variables exhibit a variance 
inflation factor (VIF) of less than 3.3, the model does not suffer 
from Common Method Bias (CMB) (Kock, 2015). VIF was 
measured for the dimensional components of MUIPC and in the 
final model between all latent variables (See Appendix C, Table 

C-3). The maximum VIF was 2.759 in the pre-intervention 
survey and 2.100 in the post-intervention survey, demonstrating 
that CMB is not a concern. 

 
5.2 Structural Model 
The structural model was evaluated by examining the path 
coefficients and the R2 values. The results of the analysis of the 
pre-intervention are shown in Figure 2 and the results of the 
post-intervention survey after the educational component are 
depicted in Figure 3. All hypotheses are supported except H4 
and H6a. 

To evaluate the impact of the educational component, 
changes in the constructs from pre-intervention to post-
intervention were measured following the change model 
described by Roemer (2016). This is particularly useful for 
longitudinal data, as the primary desire is to measure changes 
in the constructs (Roemer, 2016). Paired sample t-tests were 
performed to evaluate whether changes in the constructs were 
significant and used to evaluate hypotheses (See Appendix C, 
Table C-4).  

Results were mixed, with full support for H7 and H10. 
Within social influence, only one of the indicators, S2, showed 
significant change, providing only partial support for H8. No 
indicators of trust were impacted, rejecting H9. As MUIPC is a 
multi-level reflective-formative construct, indicators were 
compared to determine the impact. No MUIPC indicators 
changed significantly, rejecting H11. Insufficient change in the 
level of privacy concern makes it impractical to attempt a 
comparison between path coefficients in the pre-intervention 
and post-intervention models (Roemer, 2016). A summary of 
the hypotheses results is provided in Table 2. The effect sizes 
for both models were also measured (See Appendix C, Table C-

Figure 22. Pre-Intervention Survey Model Path Coefficients (***p<0.001; **p<0.05) 
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5) using Cohen’s f2 statistic (Cohen, 1988) and provided a 
practical measure of impact, regardless of the sample size. 

 
6. DISCUSSION 

 
Mobile devices are ubiquitous in the life of current college 
students, but it is not clear whether they are aware of the 
potential privacy issues inherent in their use. This study 
investigates whether an educational component could increase 
awareness sufficient to impact an individual’s privacy concern 
and in turn lead to an increased use of PET. This research 
utilized the prior theory of MUIPC (Xu et al., 2012) within the 
APCO framework (Smith et al., 2011). Guided by FBM (Fogg, 
2009), an educational component was offered to determine if 
sufficient ability and motivation could be attained to cross the 
threshold of behavior change and increase the use of PET. 
Consistent with prior research in the APCO model (Smith et al., 
2011), this study’s results show students do express concern for 
their privacy while using mobile devices and this concern is 
impacted by multiple antecedents (Sheehan & Hoy, 2000; 
Smith et al., 2011; Xu et al., 2012). Privacy concern leads to an 
intention to use PET and the actual use of PET. The central 
component of privacy concern was, however, unchanged after 
the educational component. 

Concern for privacy exists at both the pre-intervention and 
post-intervention surveys. Several antecedents of privacy 
concern were impacted, but privacy concern did not increase 
significantly. The use of PET was not significantly impacted. 
This divergence of intention/use has been shown previously. In 
a study of information disclosure on social networks, “little to 
no relationship” (Tufekci, 2008, p. 20) was found between 
expressed privacy concern and disclosure behavior. In a 
Facebook study, concern for privacy and knowledge of existing 

privacy controls did not impact posting behavior (Reynolds et 
al., 2011). UTAUT2 (Venkatesh et al., 2012) demonstrated that 
intention has a positive impact on use, but differences in 
intentions versus use in this and other studies demonstrate that 
both outcomes need to be studied. This study measures both 
intention and use and shows privacy concern impacts both.  

Intention precedes behavior and obstacles may exist that 
could limit use (Bagozzi, 2007). Limayem et al. (2007) 
demonstrates habit has the potential to completely overcome 
intention’s impact on behavior. Habit has been shown to impact 
privacy decisions (Wagner et al., 2020) and new technology 
adoption (Polites & Karahanna, 2012, 2013). In this study, habit 
demonstrated the most impact after the educational component 
was delivered. When faced with the need for the actual 
implementation or continuation of PETs, concern is overridden 
by the established routine individuals have with their mobile 
devices. While a calculated decision is contemplated, a paradox 
still seems to exist between privacy concern when using mobile 
devices and PET use (Keepsafe, 2018; Norberg et al., 2007). 

The educational component and time lag provided 
interesting results. Privacy awareness increased. This may be a 
result of having a better understanding of what a privacy breach 
is. In reviewing personal history, individuals may more 
accurately identify similar events in their own experience. The 
impact of social influence on privacy concern also increased, 
primarily driven by the indicator of people who influence 
behavior. Feng and Xie (2014) demonstrated that parents’ level 
of concern impacts teens’ use of privacy strategies. Additional 
education for these major influencers may be necessary to 
promote privacy-protecting behavior. It was hypothesized that 
an increase in knowledge would reduce the level of trust in 
mobile devices and therefore limit the negative impact of trust 
on privacy concern. However, trust was not significantly 

Figure 3. Post-Intervention Survey Model Path Coefficients (***p<0.001; **p<0.05) 



Journal of Information Systems Education, 34(1), 49-69, Winter 2023 

57 

changed after the educational component. This was an 
unexpected outcome. Familiarity builds trust (Gefen, 2000) and 
it may be that the high level of familiarity the sample had with 
their mobile devices outweighed the impact of the education 
component. Trust has been established as a central component 
of technology adoption (Gefen et al., 2003). Venkatesh et al. 
(2012) indicate that trust plays a larger role in the actual use of 
technology than intention. Device vendors understand the need 
to establish trust to promote use. Gefen et al. (2003) refer to 
structural assurances or safeguards included in the design of 
technologies that promote trust. Apple and Android both 
extensively promote the safety and privacy of their devices 
(Android Support, n.d.; Apple Support, 2021). Even though 
individuals become increasingly aware of the potential risks of 
using mobile technologies, their trust in these platforms 
outweighs this increasing risk level. 

In the context of the FBM (Fogg, 2009) motivation and 
ability are both necessary to permit a behavioral change. 
Motivation measured by MUIPC remained relatively constant 
at the pre-intervention and post-intervention stages. Perceived 
control increased from the pre-intervention to post-intervention 
stage but had an insignificant impact on privacy concern. 
Individuals may feel they have additional control, but as Obar 
(2015) points out, the explosion of data, data gathering and 
aggregation may make it impossible for an individual to exert 
control over all their private data. “In the cold light of 
experience, the digital citizen knows that data privacy self-
management is a fiction.” (Obar, 2015, p. 1).  

Not all hypotheses were accepted but it does appear that 
education can impact the consideration process of privacy 
calculus. This study supports privacy calculus, as intention and 
use are impacted by concern. Interestingly, the privacy paradox 
is also represented in the fact that concern was not increased, 
though antecedents to privacy concern were.  

 
6.1 Theoretical contributions 
This study makes two primary contributions to ongoing theory. 
Firstly, to our knowledge no paper has analyzed privacy 
behavior based on the FBM (Fogg, 2009). FBM is a persuasive 
model designed to be used to modify behavior. FBM has been 
used in the design of IS but has not been applied to behavioral 
change regarding privacy protection. Its relationships between 
ability, motivation, and triggering events provides a good 
theoretical basis to evaluate the impact of education on PET 

use. A continuing effort to find the correct mix of motivator, 
ability, and trigger mechanisms should prove fruitful. 

Privacy calculus is strengthened through replicating tests of 
antecedent impact on privacy concern and the outcome of 
intention to use and actual use of PET. Concomitantly, the 
privacy paradox theory is advanced as demonstrated by 
increases in privacy concern antecedents not impacting actual 
use. Paradoxical patterns continue to emerge, even from college 
students who have grown up as digital natives (Prensky, 2001). 
Even though they have been raised in an environment of 
advanced technologies and may be perceived as having a better 
understanding of technology, their use of PET is not equivalent 
to their expressed level of privacy concern. (Kurkovsky & Syta, 
2010). 

Further, this study provides insight into potential obstacles 
to the adoption of PET. Trust and habit remain powerful 
barriers to change, as students use but perhaps lack 
understanding of all the technical aspects of their devices. 
Constant use of these devices builds familiarity and therefore 
trust (Gefen, 2000). Lacking the perception of control over their 
devices, habits dominate their management of their mobile 
devices. 

Finally, this study demonstrates a potential behavior gap 
that may prove detrimental to students as they move beyond 
academia. Students need an understanding of the impact of 
privacy in their use of mobile devices, as they are an ever-
increasing portion of their lives both personally and 
professionally. Currently, we are not aware of any educational 
research that has assumed the task of educating students to 
lessen the privacy paradox they demonstrate. 
 
6.2 Practical implications 
Practical implications are also demonstrated by this study. Even 
though current students can be considered digital natives and 
are aware of potential privacy issues, their use of PET does not 
seem to be impacted. Organizations are constantly threatened 
with attacks and potential data leakage (Patten & Harris, 2013). 
Upon these students’ entry into the workforce, organizations 
need to realize they may not be active in protecting data and 
may pose a security risk. Personal mobile devices continue to 
expand in the workplace. Awareness of threats will need to be 
constantly assessed and stricter policies on personal device use 
may need to be implemented. The constant use of these devices 
over their lifetime and the resulting established habits may 

Hypotheses Results 
H1: Privacy awareness positively relates to mobile users’ information privacy concern. Supported 
H2: Social influence positively relates to mobile users’ information privacy concern. Supported 
H3: Trust negatively relates to mobile users’ information privacy concern. Supported 
H4: Perceived control negatively influences mobile users’ information privacy concern. Not supported 
H5a: Mobile users’ information privacy concern positively relates to intention to use PET. Supported  
H5b: Mobile users’ information privacy concern positively relates to the use of PET. Supported 
H6a: Habit positively relates to intention to use PET. Not Supported 
H6b: Habit positively relates to the use of PET. Supported 
H7: Privacy education will increase privacy experience awareness. Supported 
H8: Privacy education will increase social influence awareness. Partially Supported 
H9: Privacy education will decrease trust. Not supported 
H10: Privacy education will increase perceived control. Supported 
H11: Privacy education will positively impact mobile users’ information privacy concern. Not Supported 

Table 2. Hypotheses Results 
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increase the risk companies face. Individuals in this study 
demonstrate privacy concern but did not increase their use of 
PET to safeguard their personal information. Not acting to 
protect their own information more substantially indicates they 
may not try to protect information that belongs to the businesses 
they work for. 

For educators, this study demonstrates the need for 
educating students of the potential risks mobile devices involve 
and the harm they might experience due to a lack of protection. 
Excessive sharing and lack of privacy protection of their private 
information can have long-lasting damaging effects, which may 
not be fully understood (Baruh & Popescu, 2017). A brief 
educational intervention was able to increase their awareness of 
privacy issues but was insufficient to enact behavioral change. 
Education at all levels, perhaps most importantly early in their 
use of these devices before trust is established and habits 
formed, is necessary to prepare students for the dangers they 
may face. Early education should also include those primary 
influencers of behavior including parents and guardians, 
especially when their influence may be greater (Feng & Xie, 
2014). 

For regulators, this study demonstrates the need for 
legislation to protect private information on mobile devices. 
Inattention, habit, and misplaced trust in private information 
being shared unintentionally. Device manufacturers and 
application developers could use privacy protection as a way to 
increase sales as consumers continue to express privacy 
concern. For example, Apple Inc. has recently started requiring 
“privacy labels” on applications distributed via their online 
store (Newman, 2020). This process, combined with Apple’s 
intention to add to its operating system the ability to block 
tracking, is already causing a stir in the online advertising and 
social media markets (Wong, 2021). DuckDuckGo has 
surpassed 100 million daily searches (Cimpanau, 2021). 
Clearly, there is a market for privacy-related consumer 
technologies. Companies should continue to increase the 
usefulness and ease of use of these devices and applications to 
encourage easier and wider adoption. 

 
7. LIMITATIONS AND FUTURE RESEARCH 

 
Consistent with all research, there are several important 
limitations to this study. This study was conducted across 
multiple institutions of higher education, but the student 
profiles are similar, and the results may not be generalizable to 
all populations. Graduate and undergraduate students in various 
stages of their academic career were surveyed to limit the 
homogeneity of the sample, but this remains a small population 
and may not be generalizable to a wider audience. Future 
research should consider the impact of education on privacy 
protection behaviors in other contexts outside of the classroom. 

Privacy research is extensive (i.e., the APCO framework) 
(Smith et al., 2011), suggesting that other antecedents or 
outcomes should be included to better understand the impact of 
educational components on privacy concern and behaviors. For 
example, DuckDuckGo does not save a history of search terms. 
This could limit the potential for more targeted searching based 
on user history to provide improved results. This limitation 
could negatively impact perceived usefulness and limit 
adoptions. Not storing passwords or “fireproofing” sites in 
DuckDuckGo requires the reentry of credentials each time a site 
is visited potentially limiting perceived ease of use and again 

limiting adoption. This study is the first application of FBM to 
privacy education. As such, a starting point needed to be 
determined. Further research using DuckDuckGo or other 
applications is needed. While this study considers intention and 
use of PET, additional outcome variables could be evaluated to 
better understand these relationships. 

Additional limitations in this study indicate the need for 
further research. When evaluating the MUIPC construct sub-
components (Xu et al., 2012) perceived surveillance did not 
factor as expected. Privacy concern scales have evolved over 
time from CFIP (Smith et al., 1996) and IUIPC (Malhotra et al., 
2004) to the mobile environment with MUIPC. MUIPC may 
need to be reevaluated in the current technology environment 
extending the privacy concern scale again. Privacy here is 
studied as a general concept. An improved understanding of 
what information students classify as private could also provide 
additional guidance in developing motivational and educational 
materials for the adoption of PET. Additional work could be 
done to determine different boundaries individuals place on 
different elements of their personal information. Prior research 
has also indicated this need to classify what is considered 
private (Clarke, 1999; Malhotra et al., 2004; Solove, 2008). 
Information should be segmented based on an individual’s 
perception of what they believe should remain private. The 
disconnect between intention and use deserves more study. 
Knowledge of what limitations or barriers cause individuals not 
to behave in a manner consistent with their concerns could 
guide those in the practical application of legislation, 
application creation, or curriculum.  

This study introduced motivation by attempting to increase 
the fear level individuals have regarding protection of their 
information. There may be better approaches as fear may also 
lead to a feeling of being overwhelmed by the task of protecting 
their privacy. The educational component may have provided 
some increased knowledge of relatively simply protection tasks 
but a broader approach to different motivational and ability 
components could have a larger impact on behavior 
modification. Awareness levels of privacy issues increased in 
this study. Perceptions of control, however, did not impact 
privacy concern at either pre-intervention or post-intervention. 
Lack of a sufficient mechanism for addressing fear could have 
resulted in inaction or habitual behavior. 

Only a brief educational component was utilized in this 
study. A short video “You’re leaving footprints” (Teaching 
Privacy Project, 2016) and a handout providing information on 
DuckDuckGo and basic security options available in Apple and 
Android mobile environments (see Appendix A) were 
provided. Our results indicate that no significant change in 
privacy concern resulted from this educational component. A 
more substantial demonstration of the potential for privacy 
invasion via a mobile device, perhaps by targeting the mobile 
applications students commonly use, could prove more 
effective. Extending this to a longer, more in-depth, or 
repetitive process could also provide educators with guidance 
on more effective educational materials. Per FBM, change is 
easier to enact when the tasks are simple. Starting with 
individual easy steps and then building on those may be more 
effective. Further, the gap between surveys was only two 
weeks. This does not allow consideration of the potential 
longer-term impact of an educational component intervention. 
Future research should consider a longer timeframe, potentially 
with additional survey points, to better evaluate whether 
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increased use of the PET grows and forms a habit which would 
suggest lasting behavioral change. It is conceivable individuals 
feel controlling their private information is a hopeless cause 
regardless of their level of knowledge or ability. Future research 
could investigate potential feelings of hopelessness and provide 
additional insight theoretically and practically. 

Finally, the FBM (Fogg, 2009) could be extended to areas 
beyond information and PET. FBM has been used in IS design 
and could be utilized to design education of a repetitive nature 
delivered by the mobile device itself. The FBM could also be 
used to explore other behaviors of students to better explain 
how students consider, adopt, and engage with technology for 
educational needs. 

 
8. CONCLUSION 

 
Technology has and will continue to advance at a tremendous 
pace. The increased ability to gather, aggregate, and analyze 
data is a continuing concern for individuals and organizations. 
Organizations want to provide improved customer services and 
protect their data. Individuals also request these improved 
services but may be inadequately informed on the ramifications 
of sharing data to receive these services. The mobile devices we 
use constantly can monitor our behavior to provide these 
improved services but also have the potential to be used for 
unwanted data collection. The FBM provides an interesting 
theoretical lens to investigate the interaction between these 
competing forces and how behavior when using mobile devices 
can be directed. FBM can provide an additional context to 
evaluate technology adoption including PET. This study 
demonstrates that increasing the knowledge and awareness of 
privacy concerns combined with training on how to alleviate 
those concerns can have an impact on individual privacy 
concern and its antecedents. 
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APPENDICES 
 

Appendix A. Educational Component Introduction 
 
Please watch the video from teachingprivacy.org linked here https://teachingprivacy.org/youre-leaving-footprints/. 

 
Improving privacy protection on your mobile device 

 
https://duckduckgo.com/ 
 
A browser application for your device (Android or iOS) that provides several layers of 
protection. Available at the play or app store for your device.  
o Search history is not stored 
o Stops tracking cookies 
o Forces encrypted connection 
o Displays privacy “grades” for websites 

For most browsers, when you search for items on the web using google, Bing, yahoo, etc. all of your searches are 
stored. This search history is then sold to other vendors. While there are times this can be an advantage as these historic 
searches can predict what you might be looking for there are also disadvantage. If you’re searching for private 
information, such as health information, it may be better to not have those stored. 

Cookies are small files that are installed on your device when you visit a website. They are used to store 
information about you as a user, giving you the ability to return to a site without having to log in again if credentials are 
required. These cookies that come directly from the website you’re using are called 2nd party cookies. 3rd party cookies 
on the other hand are cookies that are installed by vendors other than the website you’re connecting to. 3rd party 
companies, like google or amazon, sell analysis tools that companies can install on their websites that can be used to do 
this type of tracking. As you visit additional websites, if they are also using these 3rd party providers (most are), 
additional information can be collected about what sites you’re visiting and what you’re doing on those sites.  

For many websites the standard method of connection is non-secure. This can usually be determined by the 
beginning of the web address. If it starts with http, the connection is not secure, and any information sent to the site is 
in what is called “plain text” and easily readable by anyone who happens to be able to insert themselves between you 
and the website. DuckDuckGo requires an encrypted connection, denoted by https (the s stands for secure), if available.  

DuckDuckGo also provides a privacy “grade” of A-F that is a combination of elements such as the number of 
hidden tracker networks that were blocked and an evaluation of the website’s privacy policy.  
 

Additional Options 

 
 
1. Require a password or facial recognition to unlock your device. If your phone does not have a 
password of some type to unlock it, anyone who can gain access to your phone has access to all the data 
and accounts on your device.  

iPhone: Go to settings -> Face ID/Touch ID & Passcode 
Android: Go to settings -> security/biometrics and security -> screen lock 
 
 

 

 

2. Limit or don’t use public WiFi. Don’t allow your device to automatically connect to untrusted 
networks. Information sent over public WiFi is not secure. That means anything you send over this type 
of connection is easily intercepted.  

In the settings area of your device look for WiFi or Wireless Settings options.  
Any network in range that does not show a locked padlock is not a secure network. Use extreme 
caution on these types of networks and make sure any checkbox or indicator to automatically 

reconnect is turned off. 
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3. Keep your software up to date. Many updates to applications are due to discovered 
security problems that if not corrected could put your private information in danger. 

iPhone: Visit the app store -> click updates and update all. 
Android: Open the Play Store application. From the menu -> my apps & games-> update all. 
 
 
 

 

 

 

4. Set up remote wipe capabilities on your device. If your device is lost or stolen and you don’t have a chance of recovery, this 
provides a way to remotely delete all the data stored on your device so no one else can access it. 

 
iPhone: You will need to set up iCloud and turn on Find My iPhone/iPad on your device. You will sign 
in with your Apple ID. Once this is turned on, you can access the functions to wipe your device back to 
factory settings with all data removed. 
Android: Turn on Find My Mobile in your settings/security section. Once this is available, you will 
need to log into your provider account: google (android.com/find), Samsung 
(findmymobile.samsung.com), etc. to access features to delete data from your device. 
 

 
5. Stop and think about application permissions when installing applications. We all tend to get 
in a hurry when installing applications. Take a couple of minutes to really review the permissions 
that new app is asking for. Are those access abilities really necessary? Are the benefits you’re 
going to get from the application worth giving up that information on you or your friends? 

 

 

 

 

 

6. Review installed application permissions. On a regular basis take a couple of minutes to review the 
permissions you’ve granted to applications already on your device. It may be that policies and access have 
changed since you originally installed it or maybe you don’t want to provide the same access. 

 
iPhone: Choose settings->privacy. This lists all the permissions available on your phone. You can click on 
individual permissions to see what applications have that permission. You can disable if you like. For some 
permissions there are different settings. For location services you may be able to set it to only allow access to 
your location when the application is being used. Scrolling down far enough will allow you to do the same 
thing on a per application basis instead of an individual permission.  
Android: Choose settings-> apps and notifications -> permissions. (there may be differences based on the 
device provider e.g. Samsung is settings -> privacy). To change a setting select the permission and choose 
which applications should or shouldn’t have access. 

 
 

7. Delete apps that you don’t use anymore. Along with reviewing permissions frequently, also review the 
applications on your phone and if you still use them. There’s no reason to provide any type of access to a 
service you don’t use. This also helps clean up storage space on your device and allows you to have sufficient 
room for those services you do use.  
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Appendix B. Survey Instrument 
 

Construct Definition Item Proposed Measure Adapted From 
Privacy 
Awareness (7-
point Likert) 

The extent to which an 
individual has personal 
experience with or is aware 
of the misuse of their data 
or of the potential for 
privacy abuse 

PA1 How often have you personally experienced 
incidents whereby your personal information 
was used by some company or ecommerce 
web site without your authorization? 

Benamati et 
al., 
(2017) 

PA2 How much have you heard or read during the 
last year about the use and potential misuse of 
the information collected from the internet? 

PA3 How often has the topic of information privacy 
been in the news? 

PA4 How often have you personally been the 
victim of what you felt was improper invasion 
of privacy      

Perceived Control 
of Personal 
Information (7-
point Likert) 

The extent to which an 
individual believes they 
have control over the 
management of their 
personal information 

PC1 How much control do you feel you have over 
your personal information that has been 
released?  

Xu et al., 
(2012) 

PC2 How much control do you feel you have over 
the amount of your personal information 
collected by mobile devices?  

PC3 Overall, how much in control do you feel you 
have over your personal information 
provided/stored on mobile devices? 

PC4 How much control do you feel you have over 
how your personal information is being used 
by mobile devices?      

MUIPC 
    

Perceived 
Surveillance (7-
Point Likert) 

The degree to which an 
individual believes mobile 
applications/vendors are 
continually monitoring 
user behavior through their 
mobile devices 

PS1 I believe that the location of my mobile device 
is monitored at least part of the time. 

Xu et al., 
(2012) 

PS2 I am concerned that mobile devices are 
collecting too much information about me. 

AC1 Please choose strongly disagree on this 
question. 

PS3 I am concerned that mobile apps may monitor 
my activities on my mobile device. 

Perceived 
Intrusion (7-point 
Likert) 

The degree to which an 
individual believes their 
information personal space 
or personal boundaries are 
violated by applications on 
their mobile devices 

PI1 I feel that as a result of my using mobile 
devices, others know about me more than I am 
comfortable with. 

Xu et al., 
(2012) 

PI2 I believe that as a result of my using mobile 
devices, information about me that I consider 
private is now more readily available to others 
than I would want. 

PI3 I feel that as a result of my using mobile 
devices, information about me is out there that, 
if used, will invade my privacy 

Secondary use of 
personal 
information (7-
point Likert) 

The degree to which an 
individual believes their 
information is shared with 
other parties outside their 
control or authorization by 
applications on their 
mobile devices 

SU1 I am concerned that using mobile devices may 
allow my personal information to be used for 
other purposes without notifying me or getting 
my authorization. 

Xu et al., 
(2012) 

SU2 When I give personal information to use 
mobile apps, I am concerned that apps may 
use my information for other purposes. 

SU3 I am concerned that mobile devices may share 
my personal information with other entities 
without getting my authorization.      

Social Influence 
(7-point Likert) 

The extent to which an 
individual is motivated to 

SI1 People who are important to me think that I 
should be concerned about privacy on mobile 
devices 

Venkatesh et 
al., (2012) 
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act based on their social 
interactions 

SI2 People who influence my behavior think that I 
should use privacy protection behavior on 
mobile devices 

SI3 People whose opinions that I value prefer that 
I use privacy protection behavior on mobile 
devices      

Trust (7-point 
Likert) 

The extent to which an 
individual believes a 
mobile application/vendor 
will handle personal data 
appropriately 

TR1 Mobile devices are safe environments in 
which to exchange information with others. 

Dinev and 
Hart (2006) 

TR2 Mobile devices are reliable environments in 
which to conduct business transactions. 

TR3 Mobile devices handle personal information in 
a competent fashion.      

Habit (7-point 
Likert) 

"The extent to which 
people have the tendency 
to perform behaviors 
automatically" (Limayem 
et al. 2007 p.705) 

HA1 Using mobile device privacy enhancing 
behaviors has become automatic to me 

Limayem et 
al., (2007) 

AC2 Please choose strongly disagree on this 
question 

HA2 Using mobile device privacy enhancing 
behaviors is natural to me 

HA3 Using mobile device privacy enhancing 
behaviors is an obvious choice for me 

          
Intention to use 
DuckDuckGo (7-
point Likert) 

The extent to which an 
individual plans to use 
DuckDuckGo, an anti-
tracking browser, on their 
mobile devices. 

IU1 I intend to use DuckDuckGo in the next 3 
months 

Venkatesh et 
al., (2003) 

IU2 I predict I would use DuckDuckGo in the next 
3 months 

IU3 I plan to use DuckDuckGo in the next 3 
months 

          
Use of 
DuckDuckGo 
  

The extent to which an 
individual uses 
DuckDuckGo as their 
browser on their mobile 
devices 
  

UD1 I use DuckDuckGo (7-point Likert) Venkatesh and 
Bala (2008) 
  

UD2 How many times daily do you use 
DuckDuckGo? 

          
Controls   

  
CO1 How old are you (in years)?   
CO2 What is your gender? 

 

CO3 What is your academic status?        
Course Credit 
Information 

  
  

CC1 Your first name   
CC2 Your last name 

 

CC3 Course number in which you are receiving 
credit 

 

CC4 Your instructor's name   
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Appendix C. Tables 
 

 

 
 
 
  

  CR CA AVE Hab Int PC PI PS PA SU SI Tr 
Hab 0.90 0.90 0.75 0.87 

        

Int 0.99 0.98 0.96 0.15 0.98 
       

PC 0.90 0.86 0.70 0.15 -0.15 0.84 
      

PI 0.90 0.84 0.76 -0.06 0.23 -0.26 0.87 
     

PS 0.89 0.75 0.80 -0.06 0.33 -0.33 0.68 0.90 
    

PA 0.83 0.62 0.71 0.04 0.27 -0.27 0.42 0.35 0.84 
   

SU 0.88 0.80 0.72 0.01 0.21 -0.35 0.68 0.73 0.46 0.85 
  

SI 0.91 0.86 0.78 0.04 0.03 -0.06 0.17 0.11 0.00 0.21 0.88 
 

Tr 0.85 0.74 0.66 0.00 -0.19 0.26 -0.49 -0.39 -0.20 -0.37 -0.10 0.81 
Square roots of AVE shown on diagonal. CR, composite reliability; CA, Cronbach’s alpha; AVE, average variance extracted; 
Hab, Habit; Int, Intention; Int, Intention to Use; PC, Privacy Control; PI, Perceived Intrusion; PS, Perceived Surveillance; PA, 
Privacy Awareness; SU, Secondary Use; SI, Social Influence; Tr, Trust 

Table C-1. Pre-Intervention Survey Question Measures 

  CR CA AVE Hab PC PI PS PA SU SI Tr Use 
Hab 0.95 0.92 0.86 0.93 

        

PC 0.92 0.88 0.73 0.07 0.85 
       

PI 0.90 0.82 0.74 0.18 -0.25 0.86 
      

PS 0.90 0.78 0.82 -0.06 -0.27 0.55 0.91 
     

PA 0.87 0.70 0.77 0.29 -0.19 0.26 0.32 0.88 
    

SU 0.92 0.88 0.80 0.16 -0.26 0.63 0.59 0.39 0.90 
   

SI 0.95 0.92 0.86 0.32 -0.01 0.34 0.34 0.23 0.36 0.93 
  

TR 0.89 0.81 0.73 0.05 0.29 -0.41 -0.40 -0.17 -0.33 -0.13 0.85 
 

Use 0.98 0.95 0.96 0.28 0.09 0.15 0.12 0.14 0.25 0.05 -0.09 0.98 
Square roots of AVE shown on diagonal. CR, composite reliability; CA, Cronbach’s alpha; AVE, average variance extracted; 
Hab, Habit; Int, Intention; PC, Privacy Control; PI, Perceived Intrusion; PS, Perceived Surveillance; PA, Privacy Awareness; 
SU, Secondary Use; SI, Social Influence; Tr, Trust 

Table C-2. Post-Intervention Survey Quality Measures 

 
  

Pre-intervention Post-intervention 
Stage 1. Dimensions of MUIPC  

MUIPC MUIPC 
 

Perceived Intrusion 2.433 1.935 
 

Perceived Surveillance 2.549 1.811 
 

Secondary Use 2.759 2.1 
 

  
Stage 2. Latent variable test  

MUIPC Intent to use MUIPC Use 
Perceived Control 1.138 

 
1.124 

 

Privacy Awareness 1.104 
 

1.104 
 

Social Influence 1.013 
 

1.07 
 

Trust 1.106 
 

1.124 
 

Habit 
 

1.001   1.019 
MUIPC   1.001   1.019 

Table C-3. Full Variable Collinearity Test 
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Construct Indicator Pre-intervention Post-intervention p-value Significance 
  Mean Paired Differences 
Privacy Experience PA1 3.24 3.568 0.042 Yes  

PA4 2.808 3.264 0.000 Yes 
Social Influence SI1 4.552 4.76 0.168 No  

SI2 4.408 4.808 0.004 Yes  
SI3 4.768 5.024 0.080 No 

Trust TR1 3.688 3.752 0.649 No  
TR2 3.768 3.912 0.297 No  
TR3 3.92 3.888 0.813 No 

Perceived Control PC1 3.016 3.344 0.019 Yes  
PC2 2.744 3.216 0.000 Yes  
PC3 3.144 3.56 0.001 Yes  
PC4 2.888 3.24 0.008 Yes 

MUIPC 
  

Perceived Surveillance PS2 5.4 5.208 0.139 No  
PS3 5.288 5.192 0.454 No 

Perceived Intrusion PI1 4.808 4.752 0.643 No  
PI2 5.072 5.016 0.605 No  
PI3 4.832 4.912 0.490 No 

Secondary Use SU1 5.328 5.168 0.145 No  
SU2 5.216 5.216 1.000 No 

  SU3 5.44 5.224 0.090 No 

Table C-4. Paired Sample T-Tests 

 
  

Model 1. Pre-intervention Survey Model 2. Post-intervention Survey 
  R2 Path Coefficient f2 R2 Path Coefficient f2 
Mobile User's Information 
Privacy Concern (MUIPC) 

0.405 
  

0.394 
  

Privacy Awareness  
 

 0.357*** 0.193    0.224** 0.075 
Social Influence 

 
 0.141**  0.033    0.311*** 0.149 

Trust 
 

-0.341*** 0.177   -0.307*** 0.138 
Perceived Control 

 
-0.151 0.034   -0.167 0.041     

  
  

Intent to Use 0.104 
  

  
  

Habit 
 

0.159 0.028   
  

MUIPC 
 

 0.288** 0.092   
  

    
  

  

Use 
   

0.11 
  

Habit 
   

   0.257*** 0.073 
MUIPC         0.179**  0.035 

*** p < .001; ** p < .05. f2 ≥ 0.02 = small effect, f2 ≥ 0.15 = medium effect, f2 ≥ 0.35 = large effect (Cohen, 1988). 

Table C-5. Path Coefficients and Effect Sizes 
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