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ABSTRACT

Providing detailed, constructive and helpful feedback is an important contribution to effective student learning. Quality
assurance is also required to ensure consistency across all students and reduce error rates. However, with increasing workloads
and student numbers these goals are becoming more difficult to achieve. An automated feedback system, referred to as the
Automated Feedback Generator (AFG), has therefore been designed and developed with the aim of providing superior quality
assurance and efficiency in both assessing student assignments and providing feedback. Unlike existing automated marking
and feedback sofiware, AFG aims to allow educators to perform the entire process of student feedback generation for any
assessment type. The AFG system is investigated across two introductory ICT courses: general ICT and programming. The
aim is to demonstrate that AFG provides a more effective means for providing student feedback than altemative manual and
automated approaches. This is achieved by comparing AFG with these alternatives and demonstrating that it offers quality
control, efficiency and effectiveness benefits whilst generating consistent feedback from a student perspective. An empirical
approach is employed using attitudinal data. T tests are used to test hypotheses comparing three feedback generation
approaches: AFG, manual and a more complex automated approach. The results show that feedback from AFG was perceived
to be constructive, helpful and with error levels less than or equal to those for other course feedback approaches; students also

found feedback to be consistent with that produced by the more complex alternatives.

Keywords: Quality assurance, Automated assessment, ICT education

1. INTRODUCTION

Numerous studies have found that feedback on assessment is
important. Feedback has been consistently found to be
influential in student achievement (Black and William, 1998;
Hattie, 1987; Higgins, Hartley and Skelton, 2002). If
students are to engage in a subject and identify areas of
strengths and weaknesses (Hyland, 2000) they need feedback
on their progress and performance (Higgins, Hartley and
Skelton, 2002; Thurmond et al., 2002). Their motivation and
self-efficacy can also be increased by providing personalized
feedback on assessment rather than generic comments (Allen
et al., 2003; Hyland, 2000). As a result, feedback is viewed
as being very important by students of all ages (Felix, 2001)
and across a range of fields (Lyall and McNamara, 2000;
Sims, 2000). Student failure has even been related to an
absence of feedback (Entwistle et al., 1989). However, just
providing feedback is not sufficient; its quality must be high
enough to be useful. This can be achieved using quality
assurance, defined as “systematic management and
assessment procedures...to ensure achievement of quality
outputs or improved quality” (Harman and Meek, 2000, p.

vi). In order to achieve quality assurance and as a result be
effective, feedback should be timely (James, McInnis and
Devlin, 2002; Wiggins, 1997), informative (James, McInnis
and Devlin, 2002) and detailed (Wiggins, 1997).

While the benefits of feedback are known, students and
teachers often differ in their perception of these (Maclellen,
2001). A serious issue with feedback is that too little of it is
received from instructors (Holmes and Smith, 2003). A
further concern is feedback consistency (Holmes and Smith,
2003). Feedback has commonly been found to be vague and
non-specific (Higgins, Hartley and Skelton, 2002), leading to
negative perceptions by students. In addition, handwriting
legibility has been identified as a common problem (Higgins,
Hartley and Skelton, 2002).

Feedback must therefore possess a range of qualities to
connect with students and hence impact on their achievement
(Higgins, Hartley and Skelton, 2002). However, with
growing workloads and student numbers it is increasingly
difficult to provide such quality, personalized feedback
(Higgins, Hartley and Skelton, 2002).

This study investigates the suitability from a student
perspective of an educational system designed to improve
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efficiency and quality assurance of feedback on assessments.
The software produces this feedback in the most common
form within its application context of higher education,
namely written comments (Higgins, Hartley and Skelton,
2002). The aim is to demonstrate that AFG provides a more
effective means for providing student feedback than
alternative manual and automated approaches. This is
achieved by comparing AFG with these alternatives and
demonstrating that it offers quality control, efficiency and
effectiveness benefits whilst generating consistent feedback
from a student perspective. An empirical approach is
employed using attitudinal data. T tests are used to test
hypotheses comparing three feedback generation approaches:
AFG, manual and a more complex automated approach.

2. BACKGROUND

The issues regarding quality can be ameliorated with the use
of technology to assist instructors in providing feedback.
Table 1 summarizes the key features of a number of example

packages.

System Marking Feedback | Assessment
types
Blayney and | Automated | Automated | Spreadsheet
Freeman
TRAKLA2 Automated | Automated | Algorithm
design
CourseMaster | Automated | Automated | Program code,
circuit & OO
diagrams
VIOPE Automated | Automated | Program code
SchemeRobo | Automated | Automated | Program code
MarkIT Automated | None Essay with
model answer
MindTrail Manual Automated | Any
Re:Mark Manual Automated | Essay
EFS Manual Automated | Any
Word Manual Semi- Any
Autotext automated
Teachers Manual Semi- Any
Report automated
Assistant
ReportWriter | Manual Semi- Any
automated
TutorBoard Manual Semi- Text-based
automated
Table 1: Key features of marking and feedback support
systems

If assessment (both production of marks and feedback) is
fully automated then the potential quality assurance
improvements are dramatic, but the complexity of this
process demands considerable development effort that limits
its application to simple, narrowly defined types such as
spreadsheet questions (Blayney and Freeman, 2004).
Blayney and Freeman’s (2004) system, developed at the
University of Sydney, is restricted by both its spreadsheet
question format and the need for programming expertise in

developing new questions, although it provides feedback
containing marks and comments automatically.

Fully automated assessment is also supported by the
prototype MarkIT system, which grades essays by
comparison with a model answer. The system is limited to a
single assessment type, and gives overall marks only without
detailed feedback (Williams and Dreher, 2004). Moreover,
large differences between marks produced manually and
those assigned by MarkIT can occur on individual essays,
although the difference between the average marks given by
both approaches is small.

The application of full assessment automation to more
complex tasks has the drawback of restricting its application
even further to a single topic. For example, there are a
variety of packages to automatically assess programming
assignments and generate feedback (Korhonen et al., 2003).
These include the free TRAKLA2 (Korhonen et al., 2003)
and SchemeRobo (Saikkonen, Malmi and Korhonen, 2001),
together with commercial systems such as the Ceilidh
successor CourseMaster (Foxley et al., 2001; Higgins,
Symeonidis and Tsintsifas, 2002) and VIOPE (Carver and
Henderson, 2006; Vihtonen and Ageenko, 2002).

Limiting the automation of the assessment process to
feedback production places the additional burden of grading
upon educators; however, flexibility is dramatically
improved, allowing application to the enormous range of
assessments that are beyond marking automation. The
commercial MindTrail package achieves such feedback
automation by allowing educators to record marking
information within knowledge trees, from which
standardised feedback may be generated (Blayney and
Freeman, 2004). A key drawback of MindTrail is that its
efficiency gains are mitigated by preparation requirements
that can exceed four hours (Stevens and Jamieson, 2002).
The feedback produced by MindTrail has also not been
found superior to that produced manually, although it
appears to improve consistency across markers (Cargill,
2001). MindTrail have now ceased trading (Cargill, 2001).

More limited feedback automation is supported by the
commercial Re:Mark package ("Re:Mark Online Grading
and Markup Solution for Blackboard", 2006). The system is
restricted to adding in-line comments to essay-type
assessments and therefore unsuitable for many ICT
assignments such as databases or programming. Re:Mark
allows educators to pre-define comments and organize these
into folders, with associated marks that may be customized.
The package integrates with the Blackboard course
management system, and can assign grades based on
comments directly into its student results database.

The automation of feedback in the form of marks and
comments is performed by the freely available Electronic
Feedback system (EFS), based on Word and Excel VBA
(Denton, 2001). The system is very flexible and powerful,
but its principal drawback is a steep learning curve; the array
of system components is likely to take a significant time for
users to learn (Figure 1), and the complexity of entering
marks and comments for each student is significant (Figure
2). EFS allows standard comments to be defined for each
marking criterion, each with an associated score, and can use
the combination of comments to produce the marks and
feedback. EFS stores the results in a spreadsheet, and offers
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options such as emailing results to students, checking for
plagiarism through patterns in results and validation to
ensure marks are within preset limits.

Increasing the requirement for manual intervention in
feedback production reduces the scope for efficiency
improvements. In addition, quality assurance mechanisms
such as mark validation and plagiarism detection cannot be
included. However, such approaches require minimal
software or technical knowledge; for example, feedback

generation can be semi-automated by storing and retrieving
frequently used comments using the Autotext feature of
Microsoft Word (Krucli, 2004). The free Teachers Report
Assistant (Denton, 2001) uses a similar approach, in which
educators load banks of pre-written comments, edit them and
select combinations that are customised with a student's
name and gender. These are then copied to the clipboard for
insertion in report documents. Similarly, the Apple
Macintosh ReportWriter system allows educators to select

E|éctromc Feedback 11.0 s:Phihp'Deﬁtbn July>2004

Licensed until 3118 200%

SaveAs {Input a filename and press enter)

Activity Title
Coursework

Current User  peY(ElT 3]

e
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Allocate Normal Style Standard Comments

Enter Personal Comments

yfeat effort

\ ALLOCATE MARKS AND COMMENTS 11

| i

Figure 2: The EFS mark and ¢

omment allocation interface
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pre-defined comments prior to editing to produce end of year
reports (Robinson, 2002). The free TutorBoard package
extends this theme, allowing pre-defined comments and free-
hand drawing to be added to students’ work (Heaney, 2005;
Heaney and Daly, 2003).

This study presents a new fully automated feedback
generation system (AFG), which has been designed to
overcome many of the limitations identified in existing semi-
automated and manual approaches. AFG can be applied to a
broader range of topics and assessment types than systems
that automate grading. Furthermore, its operational
simplicity and efficiency, feedback detail levels and
assessment breadth cannot be matched by existing fully
automated feedback systems. AFG is evaluated in this study
by measuring the quality of its feedback from a student
perspective and benchmarking this against an existing
marking system and manual approaches.

A description of AFG follows, before the research
method and results; these are then discussed and conclusions
presented.

3. THE AFG SYSTEM

AFG was conceived and developed by the lead author using
Microsoft Word VBA; its operation is illustrated in a
simplified process diagram within Figure 3, and Figure 4
shows its main interface. The system was developed for
academic use, and there are currently no plans to
commercialise the technology. The software can be obtained
by contacting the authors. Contact details are provided at the
start of the paper. AFG contains an embedded spreadsheet
(Figure 5), where users enter marking criteria details in the
columns followed by student marks and comments in the
rows. The feedback, which is similar to that generated by
Mindtrail (Cargill, 2001), is then automatically produced at
the click of a button. AFG informs the user and refuses to
produce feedback if any of the following quality assurance
checks fail: every mark awarded must be numeric, non-
empty and below the maximum specified by the user;
maximum mark values and student IDs must be non-negative
numbers; all criteria must have an associated title and
maximum possible marks; the total marks for each student
must be calculated correctly; at least one criteria group must
exist; and student IDs, names and surnames must not be
missing. Users are also forced to save the program before
feedback generation to guard against loss of data through
system failure.

Comments can be added to the feedback given on each
criterion where marks are deducted, using the standard Excel
spreadsheet comment facility. Alternatively, double clicking
a cell opens the comment entry interface (Figure 6), which
extracts the comments for the criterion from all other
students and presents them in descending order of
prevalence. Any comments that already exist for the cell are
selected, and the user can switch each available comment on
or off by clicking on it. New comments can also be typed in
and added to the list; when the interface is closed, all
selected comments are added to the cell. When feedback is
generated, the user can choose to either ignore the comments
or add them to the feedback documents produced.

AFG is highly scalable, since increases in the number of
students do not affect the set-up time and only impact

marginally on feedback generation. Indeed, the time taken to
mark each student is likely to decrease with increasing
student numbers, since the likelihood of having to write a
new comment from scratch will diminish as the total number
of available comments increases. Educators can also write
more detailed and lengthy comments if they are for reuse,
reducing the common problems of feedback insufficiency
(Holmes and Smith, 2003) and vagueness (Higgins, Hartley
and Skelton, 2002).

Entering results directly into a spreadsheet rather than
writing on the assignments submitted by students reduces the
problem of feedback consistency (Holmes and Smith, 2003)
in a number of ways: there are reduced ambiguities as a
result of detailed instructions for each criterion; individual
marks can have justifying comments attached to them for
consistency checking; and if multiple markers are used then
uniformity across them can be improved, since each may see
at a glance all marks awarded for every criterion. The
common problem of handwriting legibility (Higgins, Hartley
and Skelton, 2002) is also avoided.

Enter marking criteria in AFG columns, specifying
names, maximum marks, comments and groupings

v

Enter student data in AFG rows, specifying ID
information, marks and comments for each criteria and
the total marks formula

v

Click the Generate Feedback button and distribute the
generated feedback documents to students

v

Use the total mark information within the AFG
spreadsheet when calculating the overall grade for each
student

Figure 3: A simplified process diagram illustrating the
operation of AFG

In summary, AFG has been designed to provide superior
quality assurance and efficiency when assessing student
assignments and providing feedback. The aim of the
remainder of this study is to determine whether students
perceive AFG to deliver this superiority.

4. METHOD

A survey of students’ attitudes to the feedback produced was
conducted using an instrument adapted from the University’s
student evaluation of teaching questionnaire, along with
additional sources (Blayney and Freeman, 2004; Hede,
2005). The questions were designed to determine how useful
students found the feedback from AFG, and how this
compared to manual feedback from other courses. Standard
software evaluation instruments could not be used within this
study, since the respondents had no direct usage of the soft-
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Automated Student Feedback Generator
Instructions
The spreadsheet referred to in these instructions can be found on the following page of this document; it contains a number of rows containing marking criteria
information, followed by a row for each student. Columns exist for student ID, sumame and first name, followed by a column for each marking criteria. The definitions that
apply to lhls spreadsheet may be found in the Appendix.
To use the automated student feedback generator, the following steps must be followed; before doing so, you shouid create a copy of the original version of this
document, so that it is available to be customised for future assessments. Note also that to edit the spreadsheet it must be double clicked

1. Goto Tools...Macro... Security - confirm that security level is medium. Open Excel and do the same. If you change either level close and reopen this document.

2. Foreach marking criterion that exists for the assessment, perform the following steps. Note that the first marking criteria column in the spreadsheet should be
used for the first criterion, the second for the second and so on.

a. Place the criterion description in the criteria description row of the spreadsheet.
b. Place the maximum marks that may be awarded for the criterion in the ctiteria matks row of the spreadsheet.
¢. Place any comments for the criteria, such as exactly how the criterion is to be applied, in the criteria comments row of the spreadsheet.

3. Inthe column following the last marking criterion (total matks column), place the text "Total marks” and "Total" in the criteria description and griteria group title
rows of the spreadsheet respectively; the total marks available for the assessment should also be piaced in the ¢riteria marks row of the spreadsheet in this
column.

4. For each group of marking criteria that exists, place the group litle in the

5. For each student that is to be assessed, place the following information in each of the md_e_rn_rma (each row corresponds to a single student)

a. Place the ID, surname and first name in the {0, sumame and first name columns.

b. Place a formula in the column that computes the sum of all the marking criteria columns in the total marks column.

c. Enterthe marks awarded for each marking criterion in the marking criteria columns. Errors in mark entry such as values below zero or above the
maximum marks available for the criterion are highlighted by the cell changing colour; such colouring applies to up to 100 marking criteria and 2000
students.

d. Enter any comments regarding each mark awarded by double clicking on its cell and adding and selecting the comments within the form that is shown. if
the comments are to be included within the feedback documents then click the following check box so that a tick appears within it:

¥ Include Comments in Feedback

Save this document; the contents of the spreadsheet can be copied and used in Excel at a later date if required
Enter the full path (eg C:\feedback)) that the feedback documents are to be saved in within the following textbox:

Enter the title of the assessment (eg Individual Paper 1) within the following textbox:

 Generate Feadback
9. Click the following button to begin feedback generation: ._______J

10. When generation is complete, a feadback document will be generated for each student in the specified path, with name set to surname followed by first name and
student ID.

@ ~N o,

Figure 4: The AFG Main Interface

Currency Relevancy
10

Student 1D Student surname Student name

847361 Smith
764372 Jones
645372 Jackson
949473 Braun
373829 Davidson

192637 Philips

Figure 5: The AFG Spreadsheet Interface
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Highlight 1 or more comments from the list belovs, or anber & new comment in-the bax below and dick the
button, Close this window to update the cell with the' selacted comments:

Commant kst
fis o

Add New Comment

Figure 6: The AFG comment entry interface

ware; however, the suitability and accuracy components of
the functional quality measure defined by Ortega, Perez and
Rojas (2003) were used

Five point Likert scales were used to measure agreement
with the following statements; in addition to a response of
'not applicable’, the values ranged from one ('strongly
disagree') through three ('neutral') to five ('strongly agree'):

S1. The feedback in the printed document containing

individualized comments and marks for my “BUS108

individual research paper 1” was constructive & helpful.

S2. The feedback in the printed document containing

individualized comments and marks for my “BUS108

individual research paper 1” was more constructive &
helpful than written feedback received for assessment
items within other USC courses this semester.

S3. The feedback in the printed document containing

individualized comments and marks for my “BUS108

individual research paper 1” contained more errors than
written feedback received for assessment items within
other USC courses this semester.

The feedback for the BUS108 course referred to in the
statements was produced by AFG. BUS108, referred to as
Course 1 within this study, was an introductory ICT course,
and the research paper was an essay on the use of ICTs
within an organisation. The aim of statement S1 was to
assess student attitudes to the utility of automated feedback.
Statements S2 and S3 were designed to assess how students
viewed the utility and reliability respectively of the
automated feedback compared to feedback provided within
other courses at the University.

The results for these statements were used to test
hypotheses, using a similar approach to that presented by
Stevens and Jamieson (2002). The first pair of hypotheses
tested whether course participants agreed or disagreed with
statement S1:

H,,: Course participants perceive that the feedback

produced by AFG is constructive and helpful. The

response to statement S1 would need to be greater than
three for this to hold.

H),: Course participants perceive that the feedback

produced by AFG is not constructive and helpful. The

response to statement S1 would need to be less than or
equal to three for this to hold.

Hypotheses to test agreement or disagreement with
statements S2 and S3 were formed in the same way.

A similar approach was used to test the overall attitude
of each student towards the importance of feedback, so that
this could be taken into account when analyzing the results.
Students were asked 'How important to you is receiving
written feedback on assessment items?' with the available
responses ranging from 0 ('not at all important’) through 2
('moderately important') to 4 ("extremely important').

The survey also contained free response items; students
were asked to identify the best aspects of the feedback
produced by AFG, together with the areas that were most in
need of improvement. The instrument also contained
questions to identify respondent information such as degree
type, number of degree courses taken and first language.
Course 1 had many students spread across multiple
educators; a question was therefore added to confirm that the
correct tutor had marked their assessment and therefore
feedback had indeed been produced by AFG.

A control group was created within the study,
comprising students within Course 1 whose research paper
feedback had been manually produced. Two separate
educators produced the feedback for the control group
students.

A version of the survey was also applied to students that
were taught by the author within an introductory
programming course, referred to within this study as Course
2. The assignment was a Java programming exercise, and the
feedback was produced using AFG.

The EFS system described in Section 1 was included
within the study to allow the performance of AFG to be
benchmarked. Version 12 of the package was used by the
author, and the survey was conducted a year after all other
surveys. The first research paper assessment for Course 1
was again used, with the topic changed slightly from the
previous year to examine the benefits of business
information systems to organisations.

The courses examined within the study have considerable
homogeneity, as illustrated in Figure 7. All Course 1 groups
were identical across key areas such as modules, delivery
methods and learning outcomes; they also shared the same
coordinator, who has overall responsibility for designing and
running the course. The tutors in Course 1 are only
responsible for delivering tutorials and marking assignments;
the coordinator designs the content of both of these. The only
source of variation across Course 1 groups other than their
feedback production approach is thus: their delivery of the
tutorials prepared for them by the coordinator; their
assignment marking; and, in the EFS case, the year in which
the course was held, which resulted in a minor topic change
within the assignment. A mark standardization meeting held
by the course coordinator reduced the likelihood of variation
in assignment marking. The coordinator also performed
further standardization before the marks and feedback were
returned to the students, by requesting a sample from each
educator and suggesting modifications if they fell outside
standard boundaries. Further, the EFS and AFG Course 1
groups had the same educator. This educator was also
responsible for the AFG group within Course 2, thus further
reducing the scope for variation. Course 2 had the same
educator throughout all lectures, tutorials and marking. Thus,
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95% Confidence N
Feedback Interval for Std.
# | production | Mean Mean Dev.
Lower | Upper
Bound | Bound
S1 | Manual 374 | 3.35 412 1.109 | 34
AFG 3.87| 3.53 420 .900| 30
EFS 419 | 3.85 4.53 75| 21
S2 | Manual 322 292 352 .832| 32
AFG 321 274 3.67 | 1.103 | 24
EFS 329 276 3.81 | 1.146 | 21
S3 | Manual 252 219 284 | .890| 31
AFG 213 | 159 267 | 1254 | 23
EFS 2.20 1.75 265| .951| 20

Table 2: Responses to Statements

the delivery method, modules, learning styles and outcomes
were all standardized within Course 2.

The lead author conducted all surveys within tutorials;
this allowed far greater response rates to be achieved than
would be possible through alternative mechanisms such as
mail, web or email.

Missing values were treated on a pair-wise basis within
analyses, so that responses with missing data were only
excluded from tests for which the data was required. For all
independent samples T tests that were performed,
significance was tested at the 0.05 level and all variables
were tested for normality and homogeneity of variances prior
to statistical analysis; where assumptions could not be met
even after transformations, an independent samples T test
assuming inequality of variances was undertaken.

5. RESULTS

A total of 87 responses to the survey were received; the
response rate was 95%. Four of the Course 1 responses did

not identify the required marker and were therefore rejected.
A respondent also gave answers to statements S2 and S3,
comparing the feedback to other courses, yet responded that
they were only taking a single course; their responses to S2
and S3 were therefore removed.

The most popular degree program was the Bachelor of
Business (Accounting), which was taken by 25% of
respondents. The students appeared to have limited time
available for study; the most frequent number of hours of
paid work per week during the semester was greater than ten.
Moreover, 88% of students were full time, and the most
frequent number of degree level courses being taken was
four. Language issues seem unlikely for the students, with
87% identifying English as their first language.

Table 2 contains the mean, standard deviation, 95%
confidence intervals and N values for responses to
statements S1, S2 and S3 presented in Section 3. The 95%
confidence intervals for statements S1, S2 and S3 are shown
in Figures 8, 9 and 10 respectively.

The appear to be very similar regardless of
whether the feedback production is produced automatically
by AFG or manually. Indeed, an independent samples T test
shows no significant difference between the mean value for
AFG automated and non-automated feedback for each
statement (Sl: t 0.05,62 — -5.16, P= 0.608; S2:t 005,54 = 0.040,
P = 0.968; S3: t ggs, s = 1.323, P = 0.192). The two
automated approaches also yielded similar responses; an
independent samples T test shows no significant difference
between the mean value for EFS automated and AFG
automated feedback for each statement (S1: t o5, 40 = -1.352,
P= 0.182; S2:t 0.05,43 = -0.231, P= 0.819; S3:t 005,41 = =
0.202, P = 0.841).

For all three approaches, hypothesis H;,, holds, since the
lower bound of the mean in each case exceeds three.
Hypothesis H;, holds for none of the approaches, since the
upper bound of the mean in each case is not three or less.
Hypotheses H,,, Hy, and H,, do not hold for any approach,
but Hj,, holds for all. Respondents therefore appeared to find
AFG automated, EFS automated and manual feedback

Course 1 Course 2
e .
-~ = r ™~
Course A D
Coordinator
y
Tutor { B C D D
e y
Control Group 1 Control Group 2 AFG AFG
Group 1 Group 2
Student Groups <
EFS
L Group 1

Figure 7: The coordinator, tutor and student group structures for the courses
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Figure 10: 95% Confidence Intervals for S3

constructive and helpful, and with no more errors than from
other courses.

A potential source of variation in the data was that AFG
automated feedback was produced across two separate
courses. This variation was investigated by performing inde-
pendent samples T tests for statements S1, S2 and S3 across
the two courses for students that had received automated
feedback. No significant differences between the courses
were found for the mean statement values (S1: t g0s, 15730 = =
2.109, P= 0.051; S2:t 0.05,22 = '1.407, P= 0.173; S3:t 0.08,
18.03s = 0.834, P = 0.415). However, there was a tendency for
difference in statement S1, since its P value is below 0.1.

A further potential source of variation in the data was the
use of two separate educators for the non-automated
feedback data. However, independent samples T tests
showed no significant differences between the mean value of
the first and second educator for the statements (S1: t g5, 32 =
1.850, P = 0.074; S2: t 0.05,30 = 0.118, P =0.907; S3: t 0.08, 29
= .1.333, P = 0.193). Again, there was a tendency for
difference in statement S1, since its P value is below 0.1.

Free responses identifying the best aspects of the AFG
automated feedback included the breakdown of marks into
categories, and students appeared to gain a good
understanding of where they had gone wrong and how to
improve. Some respondents also identified fast turnaround,
improved readability compared to handwriting and email
delivery as positive aspects. Greater detail and
personalisation was however requested, along with
presenting the marks as positive scores obtained in each
category rather than negative amounts lost. EFS produced

very similar free responses, although its email delivery was
not used and so turnaround was less rapid.

6. DISCUSSION

The students surveyed appear to have a strong positive
disposition towards receiving written feedback on
assessment items; the large numbers of hours worked and
courses being taken by many of them are likely to contribute
to this, since they may not have sufficient time to discuss
their results with tutors. They appear to find the AFG
feedback to be constructive, helpful and with error levels less
than or equal to those for other course feedback. Their
perception of manually produced feedback appears very
similar, suggesting that AFG can be used without
detrimentally affecting students. AFG gave comparable
results to EFS from a student perspective, despite its simpler
functionality. Table 3 summarises the hypotheses from
which these results are drawn.

The study has a number of potential limitations. The
students were queried across ten sections (tutorial groups)
over two years, using three educators and two separate
courses, which is likely to introduce greater variation than if
a single educator and course had been investigated within a
single section over one year. Also, the two tutors that did not
use the automated approach used different forms of
feedback; one produced word-processed documents, whilst
the other gave hand-written feedback on a word-processed
sheet. However, the variations between feedback across all
three tutors were likely to have been reduced through the
overall course coordinator checking that a sample set of
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feedback fell within standard boundaries, together with a
mark standardisation meeting. Indeed, the course coordinator
ensured that all Course 1 groups were identical in areas such
as course content, delivery and learning methods, and only a
minor topic change differentiated the EFS assignments from
the remainder. The EFS feedback was also generated by the
same educator as all AFG feedback. Most importantly, the
differences between courses and educators were not found to
be significant.

Feedback

AFG EFS
Holds; its | As
inverse AFG
(H1b) does
not
Neither As
this AFG
hypothesis
nor its
inverse
(H2b)
holds

Hypothesis

Manual
As AFG

Hla:
constructive
helpful

Feedback is
and

H2a: Feedback is As AFG
more constructive
and helpful than
written feedback for
other assessment
items within courses
at the same university
during the semester
investigated

H3a: Feedback
contains more errors
than written feedback
for other assessment
items within courses
at the same university
during the semester
investigated

Table 3: Hypotheses for AFG, EFS and manual feedback

Does not | As
hold, AFG
although
its inverse
(H3b) does

As AFG

Although the restriction of the study to a single
university may reduce the variation in the results, it also
restricts the extent to which these can be generalised. There
was also a reasonable chance that statement S3 was
misinterpreted by some students; this corresponded to the
relative error levels in the feedback, and it would not be clear
to students whether the errors were due to the marker, the
system or even the course itself. Students' responses to the
other two statements may also be coloured according to how
well the student has performed and how diligently each
marker has produced feedback.

The use of AFG by a single educator has the potential to
bias the study, although the lack of significant differences
between educators when manual study was used suggests
that this is likely to be relatively minor. The restriction of
EFS usage to the same educator offers the advantage of
removing the effect of educator from the comparisons
between this system and AFG.

The AFG system has a number of undeniable quality
control benefits, and has been designed to maximise grading
efficiency. Indeed, the effort required to set up the package
compares favourably with the traditional manual approach of
setting up a document containing a table of marking criteria,
since the user only has to set up the mark spreadsheet with
criteria columns. This contrasts strongly with the

complexities of comparable systems such as EFS and
MindTrail. The performance of AFG is likely to be even
better within larger class sizes, where its scalability,
consistency and modification mechanisms will have greater
importance.

7. CONCLUSIONS

An innovative approach to automated feedback generation
has been presented and shown to give comparable
performance from a student perspective to manual methods
and an existing marking system; moreover, it provides
quality control, efficiency and effectiveness benefits that
increase with class size. The breadth of assessment types that
it can be applied to exceeds that of the Re:Mark package and
all systems that automate grading. Finally, it is far less
complex than systems such as EFS and MindTrail, and is
therefore likely to offer superior usability and efficiency.
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